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Preface

This User Manual describes the process of configuring anchtpg a router running XORP. At the time
of writing, XORP is a work-in-progress, and is evolving t&laely quickly. We hope this user manual
accurately reflects the functionality available in XORR, ibis likely to date quite quickly. An up-to-date
copy of this manual will always be available framtp://www.xorp.org/

Contributing to this Manual

XORP is an open-source project, and this manual is an opgneesonanual. Like the XORP software, it is
covered by the XORP license, which permits you to modify d ase it for any purpose whatsoever, so long
as the copyright is preserved. Please help us improve thisahly sending contributions, suggestions, and
criticism tofeedback@xorp.otg

The XORP License

© 2004-2006 International Computer Science Institute
© 2004-2005 University College London

Permission is hereby granted, free of charge, to any person o btaining a
copy of this software and associated documentation files (t he "Software"),
to deal in the Software without restriction, including with out limitation
the rights to use, copy, modify, merge, publish, distribute , Sublicense,
and/or sell copies of the Software, and to permit persons to w hom the
Software is furnished to do so, subject to the following cond itions:

The above copyright notice and this permission notice shall be included in

all copies or substantial portions of the Software.

The names and trademarks of copyright holders may not be used in
advertising or publicity pertaining to the software withou t specific

prior permission. Title to copyright in this software and an y associated
documentation will at all times remain with the copyright ho Iders.

THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY IKINEXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MBRANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN BMENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAIRE OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERSE| ARISING
FROM, OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USEHEBR OT
DEALINGS IN THE SOFTWARE.
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Glossary

AS: see Autonomous System.

Autonomous System a routing domain that is under one administrative autiyaeihd which implements
its own routing policies. Key concept in BGP.

BGP: Border Gateway Protocol. See Chapter 9.

Bootstrap Router: A PIM-SM router that chooses the RPs for a domain from amioaget of candidate
RPs.

BSR: See Bootstrap Router.

Candidate RP. A PIM-SM router that is configured to be a candidate to be anTRE Bootstrap Router
will then choose the RPs from the set of candidates.

Dynamic Route A route learned from another router via a routing protocmsas RIP or BGP.
EGP: see Exterior Gateway Protocol.

Exterior Gateway Protocol. a routing protocol used to route between Autonomous Systérhe main
example is BGP.

IGMP : Internet Group Management Protocol. See Chapter 12.
IGP: see Interior Gateway Protocol.

Interior Gateway Protocol: a routing protocol used to route within an Autonomous Syst&xamples
include RIP, OSPF and IS-IS.

Live CD: A CD-ROM that is bootable. In the context #ORP, the Live CD can be used to produce a
low-cost router without needing to install any software.

MLD : Multicast Listener Discovery protocols. See Chapter 12.
MRIB : See Multicast RIB.

Multicast RIB : the part of the RIB that holds multicast routes. These atelinectly used for forwarding,
but instead are used by multicast routing protocols suchiléisSM to perform RPF checks when
building the multicast distibution tree.

OSPE See Open Shortest Path First.

Open Shortest Path First an IGP routing protocol based on a link-state algorithmedJ® route within
medium to large networks. See Chapter 8.



PIM-SM : Protocol Independent Multicast, Sparse Mode. See Chéapter

Rendezvous Point A router used in PIM-SM as part of the rendezvous processhighwnew senders are
grafted on to the multicast tree.

Reverse Path Forwarding many multicast routing protocols such as PIM-SM build atmast distribu-
tion tree based on the best route back from each receiveetsaiwrce, hence multicast packets will
be forwarded along the reverse of the path to the source.

RIB: See Routing Information Base.
RIP: Routing Information Protocol. See Chapter 7.

Routing Information Base: the collection of routes learned from all the dynamic nogfprotocols running
on the router. Subdivided into a Unicast RIB for unicast esuand a Multicast RIB.

RP: See Rendezvous Point.

RPF: See Reverse Path Forwarding.

Static Route A route that has been manually configured on the router.
xorpsh: XORPcommand shell. See Chapter 1.

xorp_rtrmgr : XORProuter manager process. See Chapter 1.
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Chapter 1

Command Structure

1.1 Introduction

To interact with aXORP router using the command line interface (CLI), the user thesORP command
shell “xorpsh”. This allows configuration of the router and monitoring bétrouter state.

In this chapter we describe how to interact withrpsh. In later chapters we describe the details of how to
configure BGP, PIM, SNMP and other processes.

The user interface style is loosely modelled on that of apmiouter. This manual and tlerpsh itself
are works in progress, and so may change significantly inutued.

1.2 Running xorpsh

The xorpsh command provides an interactive command shell X©&P user, similar in many ways to the
role played by a Unix shell. In a production router or on #@RP LiveCD, xorpsh might be set up as
an user’s login shell - they would login to the router via ssil &e directly in thexorpsh environment.
However, for research and development purposes, it makes semse to login normally to the machine
running thexORP processes, and to rworpsh directly from the Unix command line.

xorpsh should normally be run as a regular user; it is neither nergss desirable to run it as root. If an
user is to be permitted to make changes to the running roatdigtiration, that user needs to be in the Unix
groupxorp . The choice of GID for grougorp is not important.

xorpsh needs to be able to communicate with ¥@RP router management processp.rtrmgr using the
local file system. If thexorp_rtrmgr cannot write files in /tmp thatorpsh can read, therorpsh will not be
able to authenticate the user to tteep_rtrmgr.

Multiple users can rumxorpsh simultaneously. There is some degree of configuration hackd prevent
simultaneous changes to the router configuration, but ctlyrhis is fairly primitive.

To facilitate automatedORProuter configuration, it is possible to userpsh in non-interactive modes(g.,
as part of a shell script). This is described in details intisacl.8.

11



1.3 Basic Commands

On startingxorpsh, you will be presented with a command line prompt:

| user@hostname>

You can exitxorpsh at any time by trying Control-d.

Typing “?” at the prompt will list the commands currently dable to you:

user@hostname> ?
Possible completions:
configure Switch to configuration mode
exit Exit this command session
help Provide help with commands
quit Quit this command session
show Display information about the system

If you type the first letter or letters of a command, and<tiiab>, then command completion will occur.

At any time you can type “?” again to see further command cetigois. For example:

user@hostname> confi g?
Possible completions:

configure Switch to configuration mode
user@hostname> config

If the cursor is after the command, typing “?” will list theg®ible parameters for the command:

user@hostname> configure ?
Possible completions:

<[Enter]> Execute this command

exclusive Switch to configuration mode, locking out other u
user@hostname> confi gure

12
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1.3.1 Command History and Command Line Editing

xorpsh supports emacs-style command history and editing of theaexthe command line. The most
important commands are:

e Theup-arrow or control-p moves to the previous command in the history.

e Thedown-arrow or control-n moves to the next command in the history.

e Theleft-arrow or control-b moves back along the command line.

e Theright-arrow or control-f move forward along the command line.

e control-a moves to the beginning of the command line.

e control-e moves to the end of the command line.

e control-d deletes the character directly under the cursor.

e control-t toggles (swaps) the character under the cursor with thectearimmediately preceding it.
e control-spacemarks the current cursor position.

e control-w deletes the text between the mark and the current cursdigmsiopying the deleted text
to the cut buffer.

e control-k kills (deletes) from the cursor to the end of the command laopying the deleted text to
the cut buffer.

e control-y yanks (pastes) the text from the cut buffer, inserting ihatd¢urrent cursor location.

13



1.3.2 Command Output Displaying

Thexorpsh command output is displayed on the screen that is runxingsh. If the command output can
fit within the screen, it is printed followed by the XORP pransp the user can input new commands.

If the command output is too large to fit, therpsh uses the UNIXmore-like interface to display it one
screen at a time. In that case the bottom of the display sheviase— prompt. If the screen displays the
end of the output, the prompt isMore— (END). Typing 'h’ at the—More— prompt can be used to display
help information about available commands:

SUMMARY OF MORE COMMANDS

-- Get Help --
h * Display this help.

-- Scroll Down --
Enter Return | * Scroll down one line.
"M "N DownArrow

Tabd "D X * Scroll down one-half screen.

Space F * Scroll down one whole screen.

'"E G * Scroll down to the bottom of the output.

N * Display the output all at once instead of one

screen at a time. (Same as specifying the
| no-more command.)

-- Scroll Up --
k "H "P * Display the previous line of output.
UpArrow
u U * Scroll up one-half screen.
b B * Scroll up one whole screen.
A g * Scroll up to the top of the output.

-- Misc Commands --
"L * Redraw the output on the screen.
q Q C K * Interrupt the display of output.

--More-- (END)

14



1.3.3 Command Output Filtering

The output of axorpsh command can be filtered or modified by applying various filemmands. If a
xorpsh command allows its output to be filtered, then displayingoredout such command will list the
UNIX-like pipe command|" as one of the options:

user@hostname> show host date | ?
Possible completions:
count Count occurrences
except Show only text that does not match a pattern
find Search for the first occurrence of a pattern
hold Hold text without exiting the --More-- prompt
match Show only text that matches a pattern
no-more Don’t paginate output
resolve Resolve IP addresses (NOT IMPLEMENTED YET)
save Save output text to a file (NOT IMPLEMENTED YET)
trim Trip specified number of columns from the start line
(NOT IMPLEMENTED YET)

15



1.4 Command Modes

xorpsh has two command modes:

Operational Mode, which allows interaction with the router to monitor its ogiéon and status.

Configuration Mode, which allows the user to view the configuration of the rouiechange that config-
uration, and to load and save configurations to file.

Generally speaking, operational mode is considered torgveprivileged access; there should be nothing
an user can type that would seriously impact the operatichefouter. In contrast, configuration mode
allows all aspects of router operation to be modified.

In the long runxxorpsh and thexorp_rtrmgr will probably come to support fine-grained access contl, s
that some users can be given permission to change only sulifsisie router configuration. At the present
time though, there is no fine-grained access control.

An user can only enter configuration mode if that user is inxtiip Unix group.

1.5 Operational Mode

user@hostname> ?
Possible completions:
configure Switch to configuration mode
exit Exit this command session
help Provide help with commands
quit Quit this command session
show Display information about the system

The main commands in operational mode are:

configure: switches from operational mode to configuration mode.
exit: exit from xorpsh.

help: provides online help.

quit: quit from xorpsh. It is equivalent to thexit command.

show: displays many aspects of the running state of the router.

16



1.5.1 Show Command

user@hostname> show ?

Possible completions:
bgp Display information about BGP
host Display information about the host
igmp Display information about IGMP
interfaces Show network interface information
mfea Display information about IPv4 MFEA
mfea6 Display information about IPv6 MFEA
mid Display information about MLD
pim Display information about IPv4 PIM
pim6 Display information about IPv6 PIM
rip Display information about RIP
route Show route table

user@hostname> show

Theshowcommand is used to display many aspects of the running dttte couter. We don’t describe the
sub-commands here, because they depend on the runningfsia¢erouter. For example, only a router that
is running BGP should providghow bgp commands.

As an example, we show the peers of a BGP router:

user@hostname> show bgp peers detail
OK
Peer 1: local 192.150.187.108/179 remote 192.150.187.109 /179
Peer ID: 192.150.187.109
Peer State: ESTABLISHED
Admin State: START
Negotiated BGP Version: 4
Peer AS Number: 65000
Updates Received: 5157, Updates Sent: 0
Messages Received: 5159, Messages Sent: 1
Time since last received update: 4 seconds
Number of transitions to ESTABLISHED: 1
Time since last entering ESTABLISHED state: 47 seconds
Retry Interval: 120 seconds
Hold Time: 90 seconds, Keep Alive Time: 30 seconds
Configured Hold Time: 90 seconds, Configured Keep Alive Tim e: 30 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds

17



1.6 Configuration Mode

[edit]
user@hostname#

user@hostname> confi gure
Entering configuration mode.
There are no other users in configuration mode.

When in configuration mode, the command prompt changesdisen@hostname> touser@hostname# .
The command prompt is also usually preceded by a line indigathich part of the configuration tree is

currently being edited.

[edit]
user@hostname# ?
Possible completions:

commit

create

delete

edit

exit

help

load

quit

run

save

set

show

top

up
user@hostname#

Commit the current set of changes
Alias for the “set” command (obsoleted)
Delete a configuration element
Edit a sub-element
Exit from this configuration level

Provide help with commands

Load configuration from a file
Quit from this level

Run an operational-mode command

Save configuration to a file

Set the value of a parameter or create a new element
Show the configuration (default values may be suppress
Exit to top level of configuration

Exit one level of configuration

18
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The router configuration has a tree form similar to the dowcstructure on a Unix filesystem. The current
configuration or parts of the configuration can be shown viidshowcommand:

[edit]
user@hostname# show i nterfaces
interface rlO {
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
¥
}
¥

Note that theshowcommand suppresses parameters that have default valiggetafsed in the correspond-
ing router manager template files). Use commahdw -allto show the complete configuration including
the parameters with default values:

[edit]
user@hostname# show -all interfaces
interface rl0 {
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
disable: false

}

disable: false

}

disable: false
discard: false

}

targetname: "fea"

19



1.6.1 Moving around the Configuration Tree

You can change the current location in the configurationus#eg theedit, exit, quit, topandup commands.

¢ edit <element name-: Edit a sub-element

e exit: Exit from this configuration level, or if at top level, exibofiguration mode.
e quit: Quit from this level

e top: Exit to top level of configuration

e up: Exit one level of configuration

For example:

[edit]
user@hostname# edit interfaces interface rl0 vif rlO
[edit interfaces interface rl0 vif rlO]
user@hostname# show
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
}

[edit interfaces interface rl0 vif rl0]
user@hostname# up

[edit interfaces interface rl0]
user@hostname# top

[edit]

user@hostname#

1.6.2 Loading and Saving Configurations

On startup, theorp_rtrmgr will read a configuration file. It will then start up and configuhe various router
components as specified in the configuration file.

The configuration file can be created externally, using a abtext editor, or it can be saved from the
running router configuration. A configuration file can alsolb&ded into a running router, causing the
previous running configuration to be discarded. The comméorcthis are:

e save<filename>: save the current configuration in the specified file.

¢ load <filename>: load the specified file, discarding the currently runningfouration.

The <filename- argument may be a path to a disk file, or an Uniform Resourcetiféer (URI) with a
scheme ofile, ftp, http, or tftp. Thexorp_rtrmgr does not know how to deal with these schemes on its own;
external commands are invoked to perform the actual saveadr dperation. If an URI is used to save or
load the router configuration, then the appropriate vaembiust be set in th&rmgr block to point to these
commands. Commands are invoked with the following argument

20



e Any options specified in thargsvariable for the commande(g., save-tftp-command-ajgs
e The full path name of a temporary file where the running XOR#igaration has been saved.

e The URI specified to theavecommand in theorpsh.

Note that currently no commands or scripts to perform thesgations are shipped with XORP.

For example:

rtrmgr  {
load-tftp-command: "/usr/local/shin/xorp-tftp-get.sh "
load-tftp-command-args: "-0"
save-tftp-command: "/usr/local/sbin/xorp-tftp-put.sh "

save-tftp-command-args: "-i

Then, if the user usesorpsh commandoad tftp://hostname/path/to/config.bodb load the configuration,
internally thexorp_rtrmgr will use the following command:

{usr/local/sbin/xorp-tftp-get.sh -o <tmp-filename> tftp://hostname/path/to/config.boot

This command will download the configuration file to a temppfde (chosen internally by theorp_rtrmgr)
on the local filesystem and then tkerp_rtrmgr will load the configuration from that temporary file before
deleting it.

Similarly, if the user usegorpsh commandsavetftp://hostname/path/to/config.bodb save the configura-
tion, internally thexorp_rtrmgr will use the following command:

{usr/local/sbin/xorp-tftp-put.sh -i <tmp-filename> tftp://hostname/path/to/config.boot

First, thexorp_rtrmgr will save the configuration to a temporary file (chosen iraélynby thexorp_rtrmgr)
on the local filesystem. Then tlhesr/local/sbin/xorp-tftp-put.sh command will be used to upload that file.
Finally, thexorp_rtrmgr will delete the temporary file.
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1.6.3 Setting Configuration Values

e set<path to config> <value>: set the value of the specified configuration node.

Thesetcommand can be used to set or change the value of a configuogimn. The change does not ac-
tually take effect immediately - theommitcommand must be used to apply this and any other uncommitted

changes.

In the example below, the prefix length (netmask) of addr82s150.187.108 on vif rl0 is changed, but not
yet committed. The*” indicates parts of the configuration that has been addedbdifiad but not yet been

committed.

[edit interfaces interface rl0]
user@hostname# show
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
}
¥

[edit interfaces interface rl0]
user@hostname# set vif rl0 address 192.150. 187. 108 prefix-1ength 24
OK

[edit interfaces interface rl0Q]
user@hostname# show
description: “"control interface"”
vif rl0 {
address 192.150.187.108 {
> prefix-length: 24
broadcast: 192.150.187.255
}
¥
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1.6.4 Adding New Configuration

e set<path to new config node : create new configuration node.

e set<path to new config node { : create new configuration node and start editing it.

New configuration can be added by teetcommand.® If we type setfollowed by the path to a new
configuration node, the node will be created. All parameuetisin that node will be assigned their default
values (if exist). After that the node can be edited withedé command. If we typq after the path to the
new configuration node, the node will be created, the defalites will be assigned, and we can directly
start editing that node. The user interface for this is qulyerather primitive and doesn’t permit the more
free-form configuration allowed in configuration files.

"Note that prior to the XORP Release-1.3, thieate command was used instead to add new configuration nodes.
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For example, to configure a second vif on interface rl0:

[edit interfaces interface rl0Q]
user@hostname# show
description: “"control interface"”
vif rl0 {
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}
¥

[edit interfaces interface rlO]
user@hostname# set vif rl0b {
> address 10.0.0.1 {
> prefix-length 16

> broadcast 10. 0. 255. 255
> di sabl e fal se
>}
> di sabl e fal se
>}
[edit interfaces interface rl0]
user@hostname# show
description: "control interface"
vif rlO {
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}

}
> vif lob {

>  address 10.0.0.1 {
> prefix-length: 16
> broadcast: 10.0.255.255
> disable: false
>}

>

>

disable: false

}

disable: false

1.6.5 Deleting Parts of the Configuration

The deletecommand can be used to delete subtrees from the configurdtiendeletion will be visible in
the results of thehowcommand, but will not actually take place until the changescammitted. The-""
indicates parts of the configuration that has been deleteddbyet been committed.
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user@hostname# show interfaces interface rl0
description: "control interface"
vif rlO {
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}

}
vif lob {

address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0.255.255
}
¥

[edit]
user@hostname# delete interfaces interface rl0 vif rl0Ob
Deleting:
address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0.255.255
}

OK
[edit]
user@hostname# show interfaces interface rl0
description: “"control interface"”
vif rl0 {
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}

}
vif lob {

address 10.0.0.1 {

- prefix-length: 16

- broadcast: 10.0.255.255
- disable: false

-}

- disable: false

-}
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1.6.6 Committing Changes

[edit interfaces interface rl0]
user@hostname# commi t
OK

The commitcommand commits all the current configuration changes. ddmistake a number of seconds
before the response is given.

If xorpsh was built with debugging enabled, the response can be cersdity more verbose than shown
above!

If two or more users are logged in using configuration modd,are of them changes the configuration, the
others will receive a warning:

[edit]

user@hostname#

The configuration had been changed by user mjh
user@hostname#

1.6.7 Discarding Changes

The user can discard a batch of changes by editing them balkitwriginal configuration, or by using the
exitcommand to leave configuration mode:

[edit]
user@hostname# exi t
ERROR: There are uncommitted changes

Use "commit" to commit the changes, or "exit discard" to disc ard them
user@hostname# exit discard
user@hostname>

1.7 Configuring xorpsh Behavior

Currently there is very limited support for configuring therpsh behavior. In the future there will be a
more advanced configuration mechanism with a richer setrdfguration options.
1.7.1 Configuring the xorpsh Prompt

The default operational and configuration mode promptsisee@hostname> anduser@hostname#
respectively.
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The operational and configuration mode prompts can be mddifie¢he following environmental variables
respectively XORPPROMPTOPERATIONAL andXORP PROMPT.CONFIGURATION. For example:

user@hostname[10] env XORP_PROMPT_OPERATIONAL="foo "
XORP_PROMPT_CONFIGURATION="bar " ./xorpsh

Welcome to XORP on hostname

foo configure

Entering configuration mode.

There are no other users in configuration mode.

[edit]

bar

1.8 Running xorpsh in Non-Interactive Mode

Typically xorpsh would be used as an interactive command shell. However,pbssible to useorpsh
in non-interactive modee(g.,as part of a shell script). This could be useful for automa¢&@RP router
configuration such as adding new network interfaces to thR R@onfiguration for new PPP dial-up clients.

The following non-interactive modes are supported:

¢ Runningxorpsh as part of UNIX command-line pipes:

echo "show host os" | xorpsh
cat filename | xorpsh
xorpsh < filename

e Runningxorpsh as part of a shell script:

#!/bin/sh

xorpsh <<!

show host os
I

¢ Running commands that are supplied by the %gfpsh command-line option:
xorpsh -c "show host os"
e Runningxorpsh as part of an “expect” script:
#l/usr/bin/env python
import time
import sys
import pexpect

child=pexpect.spawn (’xorpsh’)
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child.expect(user@hostname> )
child.sendline('show host os | no-more’)
child.sendeof()

while 1:
line = child.readline()
if not line:
break
print line,
child.close()

Note that ifxorpsh is run in non-interactive more as part of an “expect” scripieve there isa TTY
associated with theorpsh process, therorpsh may use the internal pager if the output from a com-
mand is very long. In that case, it is advisable that the matiepager is explicitly disabled by using
the “no-more” pipe as in the above example.
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Chapter 2

Configuration Overview

2.1 Introduction

A XORP router must be configured to perform the desired ojerat The configuration information can be
provided in one of the two ways:

e Use a configuration file when therp_rtrmgr is started. By default, theorp_rtrmgr will load the
configuration from file “config.boot” in the XORP installatialirectory. This file can be specified by
the “-b <filename>" command line option:

xorp_rtrmgr -b my_config.boot

See “rtrmgr/config.boot.sample” for an example of a configion file (note that this file MUST be
modified before using it).

e Use thexorpsh command line interface after th@rp_rtrmgr is started. It should be noted that com-
mand line completion in theorpsh does greatly simplify configuration.

A mixture of both methods is permissible. For example, a gométion file can also be loaded from within
thexorpsh.

At very minimum, a router’s interfaces must be configurea (Section 2.2). Typically, the FEA needs to
be configured€.g.,to enable unicast forwarding); the FEA configuration is désd in Section 2.3. All
protocol configuration is described in Section 2.4.

2.2 Network Interfaces

A XORP router will only use interfaces that it has been exiiiconfigured to use. Even for protocols such
as BGP that are agnostic to interfaces, if the next-hop rdatea routing entry is not through a configured
interface the route will not be installed. For protocolsttai@e explicitly aware of interfaces only configured
interfaces will be used.

Every physical network device in the system is considerdzktan “interface”. Every interface can contain
a number of virtual interfaces (“vif’s). In the majority oises the interface name and vif name will be
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identical and will map to the name given to the interface by dperating system. A virtual interface is
configured with the address or addresses that should be Asedch level in the configuration hierarchy
(interface  ,vif andaddress )itis necessary to enable this part of the configuration.

interfaces {
restore-original-config-on-shutdown: false
interface dcO {

description: "data interface"
disable: false
/* default-system-config */
vif dcO  {
disable: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
disable: false
}
/*
address 10:10:10:10:10:10:10:10 {
prefix-length: 64
disable: false

}
*

We recommend that you select the interfaces that you wanégmn your system and configure them as
above. If you are configuring an interface that is currendin used by the the system make sure that there
is no mismatch in theaddress , prefix-length and broadcast  arguments. If the
default-system-config statement is used, it instructs the FEA that the interfacailshbe con-
figured by using the existing interface information from tirederlying system. In that case, thié and
address sections must not be configured.

2.3 Forwarding Engine Abstraction

It is a requirement to explicitly enable forwarding for egurbtocol family.

fea {
unicast-forwarding4 {
disable: false
}
/*
unicast-forwarding6 {
disable: false
}
*
}

If IPv4 forwarding is required you will require the configtim above. If the system supports IPv6 and
IPv6 forwarding is required, then thmicast-forwarding6 statement must be used to enable it

INote that prior to XORP Release-1.1, teeable-unicast-forwarding4 andenable-unicast-forwarding6
flags were used instead to enable or disable the IPv4 and tdPwéufding.
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2.4 Protocols

A unicast router typically will be configured with one or maséthe following protocols: StaticRoutes
(Section 2.4.1), RIP (Section 2.4.2) or BGP (Section 2.4.4)

A multicast router must have the MFEA configured (Section3).4Typically, a multicast router should
have IGMP/MLD configured (Section 2.4.6). Currently, PIN#Ss the only multicast routing protocol
implemented (Section 2.4.7). If some multicast-specifitictroutes need to be installed in the MRIB (for
computing the reverse-path forwarding information), thoan be specified in the StaticRoutes configuration
(Section 2.4.1). If there are no unicast routing protocolsfigured, the FIB2ZMRIB module may need to be
configured as well (Section 2.4.8).

2.4.1 Static Routes

This is the simplest routing protocol in XORP. It allows tinstallation of unicast or multicast static routes
(either IPv4 or IPv6). Note that in case of multicast the esuare installed only in the user-level Multi-
cast Routing Information Base and are used for multicastifip reverse-path forwarding information by
multicast routing protocols such as PIM-SM.

protocols {
static  {
route 10.20.0.0/16 {
nexthop: 10.10.10.20
metric: 1

mrib-route 10.20.0.0/16 {
nexthop: 10.10.10.30
metric: 1

}

/*

route 20:20:20:20::/64
nexthop: 10:10:10:10:10:10:10:20
metric: 1

}

mrib-route 20:20:20:20::/64 {
nexthop: 10:10:10:10:10:10:10:30
metric: 1

}
*
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2.4.2 Routing Information Protocol
In order to run RIP it is sufficient to specify the set of ingerés, vifs and addressestérface ,vif and
address ) on which RIP is enableél

If you wish to announce routes then it is necessary to theesothtat are to be announced. For example,
connected andstatic 3.

policy {
/* Describe connected routes for redistribution */
policy-statement connected {
term export  {
from {
protocol: "connected"

}
}
}

o
policy {
/* Describe static routes for redistribution */
policy-statement static {
term export {
from {
protocol: "static"
}
}
}
}
protocols {
rip {
/* Redistribute routes for connected interfaces */
/*
export: “connected"
*/
/* Redistribute static routes */
/*
export: "static"
*/
/* Redistribute connected and static routes */
/*
export: "connected,static"

*/
/* Run on specified network interface addresses */
interface dcO {
vif dcO
address 10.10.10.10 {
disable: false
}
}
}
}
}

Note that prior to XORP Release-1.1, teeable flag was used instead disable to enable or disable each part of the
configuration.

3Starting with XORP Release-1.2 policy is used to exportesiinto RIP with thexport  statement. Prior to XORP Release-
1.2 theexport statement was used with a different syntax.
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2.4.3 Open Shortest Path First

In order to run OSPF Version 2 theuter-id must be specified, it is a unique IPv4 address within the

Autonomous System. The smallest IP address of an interfi@loading to the router is a good choice.
OSPF splits networks into areas soara must be configured.
Configure one or more of the routers configured interfad@@dress in this area.

The 4 in ospf4 refers to the IPv4 address family.

protocols {
ospf4  {
router-id: 10.10.10.10

area 0.0.0.0 {

interface dcO {
vif dc0  {
address 10.10.10.10 {
}
}
}
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2.4.4 Border Gateway Protocol

In order to run BGP thégp-id (BGP Identifier) andocal-as  (Autonomous System number) must be
specified.

The peer statement specifies a peering. The argument to the peemsiaités the IP address of the peer.
Thelocal-ip is the IP address that TCP should use. @kds the Autonomous System Number of the
peer.

protocols {
bgp {
bgp-id: 10.10.10.10
local-as: 65002

peer 10.30.30.30 {
local-ip: 10.10.10.10
as: 65000
next-hop: 10.10.10.20
/*
local-port: 179
peer-port: 179
*
/* holdtime: 120 */
/* disable: false */

/* IPv4 unicast is enabled by default */
[* ipv4-unicast: true */

/* Optionally enable other AFI/SAFI combinations */
/* ipv4-multicast: true */

[* ipv6-unicast: true */

/* ipv6-multicast: true */
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2.4.5 Multicast Forwarding Engine Abstraction
The MFEA must be configured if the XORP router is to be used folticast routing. The MFEA for IPv4
and IPv6 are configured separately.

In the configuration we must explicitly configure the entityeif, and eaclvif . Thetraceoptions
section is used to explicitly enable log information that @ used for debugging purpdse

plumbing {
mfead {
disable: false
interface dcO {
vif dcO  {
disable: false

}

interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: true

}
}

traceoptions {
flag all {
disable: true

}
}
}
}

plumbing {
mfea6 {
disable: true
interface dcO {
vif dcO  {
disable: true

}

interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: true

}
}

traceoptions {
flag all {
disable: true
}
}
}

}

Note that the interface/vif namedegister _vif is special. If PIM-SM is configured, then
register _vif must be enabled in the MFEA.

“Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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2.4.6 Internet Group Management Protocol/Multicast Listener Discovery

IGMP/MLD should be configured if the XORP router is to be usedriulticast routing and if we want to
track multicast group membership for directly connectdohsts. Typically this is the case for a multicast
router, therefore it should be enabled. IGMP and MLD are goméid separately: IGMP is used for tracking
IPv4 multicast members; MLD is used for tracking IPv6 mastmembers.

In the configuration we must explicitly configure each enditd eaclvif . Thetraceoptions section
is used to explicitly enable log information that can be usediebugging purpose

protocols {
igmp  {
disable: false
interface dcO {
vif dcO  {
disable: false
[* version: 2 */
/* enable-ip-router-alert-option-check: false */
[* query-interval: 125 */
I* query-last-member-interval: 1 */
[* query-response-interval: 10 */
/* robust-count: 2 */
}
}

traceoptions {
flag all {
disable: false
}

}
}
}

protocols {
mid {
disable: false
interface dcO {
vif dcO  {
disable: false
/* version: 1 */
/* enable-ip-router-alert-option-check: false */
/* query-interval: 125 */
/* query-last-member-interval: 1 */
[* query-response-interval: 10 */
/* robust-count: 2 */
}
}

traceoptions {
flag all {
disable: false
}

}
}
}

A number of parameters have default values, therefore thajt Have to be configured (those parameters
are commented-out in the above sample configuration).

Theversion parameter is used to configure the MLD/IGMP protocol vergienvirtual interfacé.

®Note that prior to XORP Release-1.1, teeable flag was used instead disable to enable or disable each part of the
configuration.
®Note that theversion —statement appeared after XORP Release-1.1.
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The enable-ip-router-alert-option-check parameter is used to enable the IP Router Alert
option check per virtual interface

The query-interval parameter is used to configure (per virtual interface) therwal (in seconds)
between general queries sent by the quérier

The query-last-member-interval parameter is used to configure (per virtual interface) thg-ma
imum response time (in seconds) inserted into group-speamieries sent in response to leave group mes-
sages. Itis also the interval between group-specific querssage$.

The query-response-interval parameter is used to configure (per virtual interface) thgimmam
response time (in seconds) inserted into the periodic gégaeries'®.

The robust-count parameter is used to configure the robustness variable toainéllows tuning for
the expected packet loss on a subftet

Note that in case of IGMP each enabled interface must havédidal?a¥4 address. In case of MLD each
enabled interface must have a valid link-local IPv6 address

"Note that theenable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
8Note that thequery-interval statement appeared after XORP Release-1.1.

°Note that thequery-last-member-interval statement appeared after XORP Release-1.1.

10Note that thequery-response-interval statement appeared after XORP Release-1.1.

Note that theobust-count statement appeared after XORP Release-1.1.
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2.4.7 Protocol Independent Multicast - Sparse Mode

PIM-SM should be configured if the XORP router is to be usedhiaiticast routing in PIM-SM domain.
PIM-SM for IPv4 and IPv6 are configured separately. At minimthe entity itself and the virtual interfaces
should be enabled, and the mechanism for obtaining the GaiedRP set (either the Bootstrap mechanism,
or a static-RP setf.

protocols {
pimsm4 {
disable: false
interface dcO {
vif dc0  {
disable: false
/* enable-ip-router-alert-option-check: false */
[* dr-priority: 1 */
/* hello-period: 30 */
/* hello-triggered-delay: 5 */
[* alternative-subnet 10.40.0.0/16 */

}
}
interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: false
}
}
static-rps {
rp 10.60.0.1
group-prefix 224.0.0.0/4 {
[* rp-priority: 192 */
/* hash-mask-len: 30 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone 224.0.0.0/4 {
/* is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/* cand-bsr-by-vif-addr: 10.10.10.10 */
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}

cand-rp  {
group-prefix 224.0.0.0/4 {
[* is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/* cand-rp-by-vif-addr: 10.10.10.10 */
[* rp-priority: 192 */
/* rp-holdtime: 150 */
}
}
}

continued overleaf....

12Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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switch-to-spt-threshold
/* approx. 1K bytes/s (10Kbps) threshold */
disable: false

interval: 100
bytes: 102400
}
traceoptions {
flag all {
disable: false
}
}
}
}
protocols {
pimsm6 {
disable: false
interface dcO {
vif dcO  {
disable: false
/* enable-ip-router-alert-option-check: false */
[* dr-priority: 1 */
/* hello-period: 30 */
/* hello-triggered-delay: 5 */
/* alternative-subnet 40:40:40:40::/64 */
}
interface register vif o {
vif register vif o {
/* Note: this vif should be always enabled */
disable: false
}
}
static-rps {
rp 50:50:50:50:50:50:50:50 {
group-prefix ff00::/8 {
[* rp-priority: 192 */
/* hash-mask-len: 126 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone ff00::/8 {
[* is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
[* cand-bsr-by-vif-addr: 10:10:10:10:10:10:10:10 */
/* bsr-priority: 1 */
* hash-mask-len: 126 */
}
}

cand-rp  {
group-prefix ff00::/8 {
/* is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/* cand-rp-by-vif-addr: 10:10:10:10:10:10:10:10 */
[* rp-priority: 192 */
/* rp-holdtime: 150 */
}
}
}

continued overleaf....
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switch-to-spt-threshold
/* approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

traceoptions {
flag all {
disable: false
}

}
}

}

A number of parameters have default values, therefore tbait Have to be configured (those parameters
are commented-out in the above sample configuration).

Note that the interface/vif namedgister  _vif isspecial. If PIM-SMis configured, theagister  _vif
must be enabled.

The enable-ip-router-alert-option-check parameter is used to enable the IP Router Alert
option check per virtual interfacé.

Thedr-priority parameter is used to configure the Designated Router grpmitvirtual interface (note
that in case ofegister  _vif itis not used).

Thehello-period parameter is used to configure the PIM Hello messages pénisd¢onds) per virtual
interface®®. It must be an integer between 1 and 18724.

The hello-triggered-delay parameter is used to configure the randomized triggered dé¢lthe
PIM Hello messages (in seconds) per virtual interf&tdt must be an integer between 1 and 255.

The alternative-subnet statement is used to associate additional subnets withwarieinterface.
For example, if you want to make incoming traffic with a nondbsource address appear as it is coming
from a local subnet, thealternative-subnet can be used. Typically, this is needed as a work-
around solution when we use uni-directional interfacegdgoeiving traffic (e.g., satellite links). Note: use
alternative-subnet with extreme care, only if you know what you are really doing!

If PIM-SM uses static RPs, those can be configured withirsth&c-rps section. For each RP, ap
section is needed, and each section should contain thecastlfprefix address the static RP is configured
with. The RP priority can be modified with thip-priority parameter.

If PIM-SM uses the Bootstrap mechanism to obtain the CaneliB® set, this can be configured in the
bootstrap  section. If the XORP router is to be used as a Candidate-B8&Rshould be specified in the
cand-bsr section. For a router to be a Candidate-BSR it must adveidiseach zone (scoped or non-
scoped) the associated multicast prefix address. clnel-bsr section should contaiscope-zone
statements for each multicast prefix address. The vif nantle thhe address that is to be used as the
Candidate-BSR is specified by tloand-bsr-by-vif-name statement. The particular vif’'s address
can be specified by theand-bsr-by-vif-addr statement. If theand-bsr-by-vif-addr state-
ment is omitted, a domain-wide address (if exists) thatrmgdoto that interface is chosen by the router

BNote that theznable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
¥Note that thenello-period statement appeared after XORP Release-1.1.
Note that thenello-triggered-delay statement appeared after XORP Release-1.1.
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itself 16, The Candidate-BSR priority can be modified with tise-priority parameter.

If the XORP router is to be a Candidate-RP, this should beipédn the cand-rp section. For a
router to be a Candidate-RP it must advertise for each zampés or non-scoped) the associated mul-
ticast prefix address. Theand-rp section should contaigroup-prefix statements for each mul-
ticast prefix address. The vif name with the address that isetased as the Candidate-RP is speci-
fied by thecand-rp-by-vif-name statement. The particular vif's address can be specifiechby t
cand-rp-by-vif-addr statement. If theand-rp-by-vif-addr statement is omitted, a domain-
wide address (if exists) that belongs to that interface @seh by the router itseff’. The Candidate-RP
priority can be modified with thep-priority parameter; the Candidate-RP holdtime can be modified
with therp-holdtime  parameter.

Theis-scope-zone  parameter is used to specify whether a Candidate-&®Re-zone oraCandidate-
RP group-prefix is scoped. Currently, scoped zones are not well tested,ehiers recommended
scope-zone is always set tdalse . Note that typically thdhash-mask-len  should not be modified;
if you don’t know whathash-mask-len is used for, don’t modify it!

Theswitch-to-spt-threshold section can be used to specify the multicast data bandvwhdtstiold
used by the last-hop PIM-SM routers and the RPs to initiadetebt-path switch toward the multicast source.
Parameteinterval is used to specify the periodic measurement inteKaparametebytes is used

to specify the threshold in number of bytes within the measient interval. It is recommended that the
measurement interval is not too small, and should be on ter @f tens of seconds.

Thetraceoptions section is used to explicitly enable log information than e used for debugging
purpose.

Note that in case of PIM-SM for IPv4 each enabled interfacstrhave a valid IPv4 address. In case of PIM-
SM for IPv6 each enabled interface must have a valid linledleand a valid domain-wide IPv6 addresses.

8Note that thecand-bsr-by-vif-addr statement appeared after XORP Release-1.1.
Note that thecand-rp-by-vif-addr statement appeared after XORP Release-1.1.
BNote that prior to XORP Release-1.3, théerval-sec statement was used insteadmterval
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2.4.8 FIB2MRIB

The FIB2MRIB module is used to obtain the Forwarding InfotimmaBase information from the underlying

system (via the FEA), and to propagate it to the MRIB, so itlamised by multicast routing protocols such
as PIM-SM. Typically, it is needed only if the unicast rogfiprotocols (if any) on that router do not inject
routes into the MRIB?®.

protocols {
fib2mrib  {
disable: false

}

}

1%Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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Chapter 3

Network Interfaces

3.1 Network Interfaces Terminology and Concepts

A router receives packets via its network interfaces frasmetighboring routers. Some of those packets
will be destined for the router itself, but most of then wirmally be forwarded on via another network
interface to another router or to locally connected hosts.

There are many different types of network interface, sudathernet, ATM, DS3, or ISDN. Sometimes the

underlying physical interface will need explicit configtiom before it can establish a link, and sometimes
the link requires no configuration. In addition, some netwoterfaces behave from a routing point of view

as if they were really multiple interfaces, in that the routey have to forward packets between different
“channels” on the same interface.

We choose to distinguish in a XORP router between physidatfaces (which we calinterfaces and
logical interfaces, which we call virtual interfaceswfs. An example of anterfacemight be an Ethernet
card. An example of &if might be one of many VLANSs configured on that Ethetnet

Conceptually, XORP routes packets between vifs. Thus i fs that are given IP addresses. Each in-
terface may contain many vifs. Conversely every vif is alsvpgrt of an interface, although some interfaces
such as the loopback interface do not have a physical réatisa

The XORP naming convention for vifs is that they are namedeg would be in the underlying forwarding
path. For example, if the forwarding path is implementechim FreeBSD kernel, thefiap0 might denote

a 100-base-T Ethernet vif (with no VLAN). On a router usinglx as the forwarding path, the same vif
might be callecktho .

If a physical interface cannot support multiple vifs, orhite’s a default vif on a physical interface, then
the interface name and the vif name will normally be the sahggin, this is determined by the underlying
forwarding path. A common example would be Ethernet withdulNs, where the interface and vif might
both be nameékp0 on FreeBSD or both calleethO on Linux.

ICurrently (August 2006), VLANSs are not supported in XORP.
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3.2 Configuring Network Interfaces

A XORP router will only use interfaces that it has been exgiconfigured to use. For protocols such as
RIP that are explicitly aware of interfaces, only configuneigrfaces will be used. Even for protocols such
as BGP that don't directly associate peerings with intead the next-hop router for a routing entry is not
through a configured interface, the route will not be insthll

3.2.1 Configuration Syntax

The available configuration syntax for network interfaced addresses is as follows:

interfaces {
restore-original-config-on-shutdown: bool
interface text {
description: text
mac: macaddr
mtu:  uint
default-system-config
disable: bool
vif  text {
disable: bool
address  IPv4-addr {
prefix-length: int(1..32)
broadcast: IPv4-addr
destination: IPv4-addr
disable: bool

}
address IPv6-addr {

prefix-length: int(1..128)
destination: IPv6-addr
disable: bool
}
}
}
}
interfaces  : this delimits all the interface configuration informatianthin the XORP configuration
file.
restore-original-config-on-shutdown : this flag enables the restoring of the original network

configuration when the FEA is shutdown. If itis set to truertlhe restoring is enabled, otherwise is
disabled. The default ii@lse (i.e.,don’t restore the original network configuration).

interface  : this delimits the configuration for a particular interfacehe parameter is the name of the
interface, which must correspond to an interface knowneaduter forwarding path.

For each interface, the following configuration is possible

description : this is a human-readable description for the interfacés frimarily used to help
the router operator remember which interface serves whigbgse. It is optional.

mac: This allows the MAC address for the interface to be set. MAldrasses on devices such
as Ethernets are usually fixed, but in some cases it is pessibbverride the built-in default
MAC address. The format should be in a form appropriate fer itiierface type. For an
Ethernet interface, this would be six colon-separatedt 8sbmbers in hexadecimal, such as
00:0a:59:9a:f2:ba
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mtu : This allows the maximum transfer unit (MTU) to be set for theerface as a whole (applying
to all VIFs). The value is an integer number of bytes, and khbe less than or equal to the
largest MTU supported by the physical device. When forwagdiPv4 packets larger than the
MTU will be fragmented unless they the DF bit set, in whichecdsey will be dropped and an
ICMP Packet-too-big message will be returned to the sender.

default-system-config : Normally all the interfaces, vifs, and addresses on a XOd&Rfer
will be configured through the XORP configuration file and ccemhline interface. However,
under certain circumstances it is useful to be able to run R@R a routing daemon without
changing the current configuration of interfaces and adeéses This primitive tells XORP to
obtain its configuration for this interface by reading thesemg configuration back from the for-
warding engine rather than by configuring the forwardingmeaglf default-system-config
is used, then theif andaddress sections must not be configured.

disable : this flag disables or enables the interface for routing anardrding?. It takes the value
true orfalse . Configuring an interface to be disabled has the same effentraoving its
configuration, but without losing what the configurationdite be.

vif : this configures a vif on the corresponding interface. Insaases this may cause the vif to be
created; an example might be an Ethernet VLAN. In other ctsesnerely denotes the start of
the configuration for the vif. The parameter is the name ofviheas understood by the router
forwarding engine.

For each vif, the following configuration is possible:

disable : this flag disables or enables the vif for routing and forimgcP. It takes the
valuetrue orfalse . Configuring a vif to be disabled has the same effect as remgats
configuration, but without losing what the configurationdise be.

address : this specifies a new IP address for this vif. A single vif ntiglave multiple 1P
addresses, and might have both IPv4 address and IPv6 aeklrddse parameter is either
an IPv4 or IPv6 address.
For each address, the following configuration is possible:

prefix-length : this gives the prefix length of the subnet connected to tierface.
For an IPv4 address, prefix-length must be between 4 and 32arFtPv6 address,
prefix-length must be between 8 and 128. This field is mangdtoreach address.

broadcast : this gives the subnet broadcast address for the subnespomding to the
vif address. It is only needed for IPv4 addresses (it is mamngg and is needed for
historical reasons. It takes the form of an IPv4 address.
Normally the broadcast address will have the local hostsgiahe subnet address set
to all ones. For example, with address 10.0.0.0 and prefigtihe 20, the broadcast
address will have the last 12 bits set to one, and hence wilDb@15.255.

destination : this specifies the destination IP address. It is only relefar point-to-
point interfaces, where the IP addresses at each end ofnth@died not share an IP
subnet.

disable : this flag disables or enables this IP address on this Vitakes the valugue
orfalse . Configuring an IP address to be disabled has the same effestrmving its
configuration, but without losing what the configurationdise be.

“Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
3Note that prior to XORP Release-1.1, taeable flag was used instead dfsable
“Note that prior to XORP Release-1.1, tweable flag was used instead dfsable
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3.2.2 Example Configurations

We recommend that you select the interfaces that you wargémn your system and configure them as
below. Interfaces that you do not wish XORP to use for forwaydhould be omitted from the configuration.

Configuring Interface Addresses

interfaces {
interface dcO {
description: "ethernet interface"
disable: false
vif dcO  {
disable: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
disable: false

}

address 10:10:10:10:10:10:10:10 {
prefix-length: 64
disable: false

}

In the example above, the router has only one interface amefily This interface is calledt0, and the vif
is also calleddcO. In this case, this is because this interface is an Ethenfietface, and VLANSs are not
being used, so the vif is simply the default vif for this iritere.

The vif has both an IPv4 and an IPv6 address configured. ThedBaress i40.10.10.10 , and connects
tothe subnet0.10.10.0/24  as determined by the prefix-length. Consistent with thisstibnet broadcast
address i940.10.10.255

The IPv6 address has a prefix-length of 64 bits, and does ®at fue allow) the broadcast address to be
explicitly specified.

In this case, the internface is not a point-to-point integfaso no destination address is specified.
Using Pre-Configured Interface Addresses
If the default-system-config statement is used, as shown in the example belore, it itstthe

FEA that the interface should be configured by using theiegishterface information from the underlying
system. In that case, tvif andaddress sections must not be configured.

interfaces {
interface dcO {
description: "data interface"
disable: false
default-system-config

}

}
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3.3 Monitoring Network Interfaces

The state of a XORP router’s interfaces can be displayed éqmenational mode using tls@ow interfaces
command. By itselfshow interfaces  will list information about all the interfaces in the router

user@hostname> show i nterfaces

dc0/dcO: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.0.1 subnet 172.16.0.0/24 broadcast 172.16.0. 255
physical index 1
ether 00:80:¢c8:b9:61:09

dcl/dcl: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0. 255
physical index 2
ether 00:80:¢c8:b9:61:0a

dc2/dc2: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.2.1 subnet 172.16.2.0/24 broadcast 172.16.0. 255
physical index 3
ether 00:80:c8:h9:61:0b

dc3/dc3: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.3.1 subnet 172.16.3.0/24 broadcast 172.16.0. 255
physical index 4
ether 00:80:c8:h9:61:0c

fxp0/fxp0: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 150 0
inet 192.150.187.112 subnet 192.150.187.0/25 broadcast 1 92.150.187.255
physical index 5
ether 00:02:b3:10:b4:6c

In this case, the router has five Ethernet interfaces, eagrhimh has a single vif. The naming format is
interface/vif For examplalcl/vlan2  would be vif vlan2 on interface dcl. In the above examplethall
vif names are the same as the Ethernet interface names betaWd. ANs are being used.

To display information about a specific interface, usestimv interfaces <interface> command:

user@hostname> show i nterfaces dcl

dcl/dcl: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0. 255
physical index 2
ether 00:80:c8:h9:61:0a
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Chapter 4

Forwarding Engine

4.1 Terminology and Concepts

The forwarding engine is that part of a router that receiaskpts and forwards then from one interface to
another. In the case of XORP, the forwarding engine may bketreel forwarding path on UNIX, the Click
forwarding path [1], or it may reside in external forwardingrdware.

On any particular router, it might be desirable to enableisalgle different parts of the forwarding func-
tionality. For example, a router might only be intended tovard IPv6 packets but not IPv4 packets, or it
might be intended to forward unicast packets but not mudtipackets. Thus XORP provides the ability to
enable and configure various forwarding functionality.

In XORP, the term fea ” refers toForwarding Engine Abstractioand the term thfea” refers toMulticast
Forwarding Engine AbstractianThe term “abstraction” here refers to a high-level configion interface
that should be the same irrespective of whether the forwgreingine is provided in software in the operating
system kernel or in external forwarding hardware.

49



4.2 Configuration of the Forwarding Engine

On a XORP router, forwarding functionality must be explicénabled or no packets will be forwarded. For-
warding can be separately enabled for unicast and multiaadtfor IPv4 and IPv6. In addition, multicast

interfaces/vifs need to be explicitly enabled individyalind certain special-purpose forwarding function-
ality can also be enabled for multicast.

4.2.1 Configuration Syntax

fea {
targetname: txt
unicast-forwarding4 {
disable: bool
}
unicast-forwarding6 {
disable: bool

'

click {
disable: bool
duplicate-routes-to-kernel: bool

kernel-click {
disable: bool
install-on-startup: bool
kernel-click-modules: text
mount-directory: text
kernel-click-config-generator-file: text

}

user-click {
disable: bool
command-file: text
command-extra-arguments: text
command-execute-on-startup: bool
control-address: IPv4-addr
control-socket-port: uint(1..65535)
startup-config-file: text
user-click-config-generator-file: text

}

}

}
plumbing {
mfead {
disable: bool
interface text {
vif  text {
disable: bool

}
}

interface register vif o {
vif register vif o {
disable: bool
}
}

traceoptions {
flag all {
disable: bool
}
}
}

continued overleaf....
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mfea6 {
disable: bool
interface text {
vif  text {
disable: bool

}

interface register vif o {
vif register vif o {
disable: bool
}
}
traceoptions {
flag {
all  {
disable: bool

fea : this delimits the configuration for the unicast forwardergine functionality. The following unicast
forwarding engine parameters can be configured:

targetname : this is the name for this instance of the forwarding engibstraction. It defaults
to “fea ”, and it is strongly recommended that this defaulh@ overridden under normal usage
scenarios.

unicast-forwarding4  this directive is used to configure the IPv4 forwardindPossible parameters
are:

disable : this takes the valugue orfalse , and disables or enables all IPv4 unicast forwarding
on the router.

unicast-forwarding6 : this directive is used to configure the IPv6 forwardfadPossible parameters
are:

disable : this takes the valugue orfalse , and disables or enables all IPv6 unicast forwarding
on the router.

click : this directive is used to configure the Click forwardingtpat

disable : this takes the valugue or false , and disables or enables the Click forwarding path
on the router. The default false

duplicate-routes-to-kernel : this takes the valugue orfalse , and is used to control
whether the XORP routes added to Click should be added toygters kernel as well. The
default isfalse

kernel-click : this directive is used to configure kernel-level Click.

disable : this takes the valugue orfalse , and disables or enables the kernel-level Click
forwarding path on the router. The defaulfase

"Note that prior to XORP Release-1.1, #reable-unicast-forwarding4 flag was used instead to enable or disable the
IPv4 forwarding.
2Note that prior to XORP Release-1.1, #eable-unicast-forwarding6 flag was used instead to enable or disable the

IPv6 forwarding.
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install-on-startup : this takes the valugue orfalse , andis used to specify whether
the kernel-level Click should be installed on startup. Thtadlt isfalse

kernel-click-modules : this specifies the list of Click modules (separated by 'Hatt
should be loaded into the kernel. The default is the list oflules needed by Linux: “/us-
rllocal/click/linuxmodule/proclikefs.o:/usr/localick/linuxmodule/click.0” For FreeBSD, the
only module that is needed is “click.ko” so the list shouldike: “/path/to/click.ko”.

mount-directory . this specifies the name of the directory to mount the Cliekdifstem
on. The default is: “/click”.
kernel-click-config-generator-file . this specifies the name of the program to

execute that would generate the kernel-level Click conéition from the XORP configura-
tion. The default is: “/usr/local/xorp/fea/xarfea.click_config.generator”.

user-click  : this directive is used to configure user-level Click.

disable : this takes the valugue or false , and disables or enables the user-level Click
forwarding path on the router. The defaulfasse

command-file : this specifies the name of the user-level Click binary progto execute.
The default is “/usr/local/bin/click”.

command-extra-arguments : this specifies the extra arguments that should be supplied
to the user-level Click binary program when executing ite ™efault is “-R”. Note that it
should not contain-p <port> ", because it will be in conflict with the FEA's addition of
the same argument.

command-execute-on-startup . this takes the valugue or false , and is used to
specify whether the user-level Click binary program shdugdexecuted on startup. The
default isfalse

control-address . this takes an IPv4 address and is used to specify the adihesthe
user-level Click binary program would be listening on foraming connections (to control
and reconfigure Click). The default is 127.0.0.1.

control-socket-port . this takes an integer in the interval [1..65535] and is used

specify the TCP port number the user-level Click binary paogwould be listening on for
incoming connections (to control and reconfigure Click)e Oefault is 13000.

startup-config-file : this specifies the name of the initial Click configuratior fihat
would loaded on startup. The default is “/dev/null”.

user-click-config-generator-file : this specifies the name of the program to ex-
ecute that would generate the user-level Click configundtiom the XORP configuration.
The default is “/usr/local/xorp/fea/xorfeaclick_config generator”.

Note that it is possible to configure and run both kernelileve user-level Click. In that case,
typically kernel-click-config-generator-file anduser-click-config-generator-file

would point to different generators. Otherwise, a singlenocwmn generator wouldn’t know
whether to generate configuration for kernel-level Clickasruser-level Click.

plumbing : this delimits a part of the router configuration used for fhembing together of packet
forwarding functionality. Multicast forwarding configuran must be part of this grouping.

mfea4 : this delimits the part of the router configuration relatedrulticast forwarding of IPv4 packets.

The following multicast forwarding parameters can be camgég:
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disable :thistakes the valugue orfalse ,and disables or enables all IPv4 multicast forwarding
on the routef. The default ialse

interface  : this specifies an interface to be used for multicast IPwdoding. Each interface to
be used for multicast forwarding needs to be explicitlyelist
In addition to the normal network interfaces, a speciabpse interface callegkgister  _vif
needs to be configured for PIM-SM (see Chapter 13) to be abdend register-encapsulated
packets to the PIM Rendezvous Point. PIM-SM will not workreotly unless this is configured.
Theregister  _vif interface must be configured with a vif also calledister ~ _vif .

vif : this specifies a vif to be used for multicast IPv4 forwardi&gch vif to be used for multicast
forwarding needs to be explicitly listed.
Each vif can take the following parameter:

disable : this takes the valugue orfalse , and disables or enables multicast forwarding
on this vif4. The default igalse

traceoptions : this directive delimits the configuration of debugging arating options for multicast
forwarding.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shouldebabled. Possible parameters

are:
disable : this takes the valugue orfalse , and disables or enables tracihg The
default isfalse

mfeab : this delimits the part of the router configuration relatedrtulticast forwarding of IPv6 packets.
The possible parameters are the same asfea4 , but affect IPv6 multicast forwarding rather than

IPv4.

®Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
“Note that prior to XORP Release-1.1, #ieable flag was used instead dfsable
®Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
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4.2.2 Example Configurations

fea {
unicast-forwarding4 {
disable: false
}
unicast-forwarding6 {
disable: true

}

}
plumbing {
mfead {
disable: false
interface dcO {
vif dcO  {
disable: false

}

interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: false
}
}

traceoptions {
flag all {
disable: false

}
}
}

mfea6 {
disable: false
interface dcO {
vif dcO  {
disable: false

}

interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: false
}
}
}
}

The configuration above enables unicast IPv4 forwardingdisables IPv6 unicast forwarding.

In addition, it enables multicast forwarding for IPv4 and/@Fon interface/vifdc0/dcO , and enables the
register vif for use by PIM-SM multicast routing.
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interfaces {
interface ethO {
description: "control interface"
vif ethO  {
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
}
mac: aa:bb:cc:dd:ee:ff
mtu: 1500
}
}
fea {
unicast-forwarding4 {
disable: false
}
click {
disable: false
duplicate-routes-to-kernel: false
kernel-click {
disable: true
install-on-startup: true
kernel-click-modules: "/path/to/proclikefs.o:/path/t o/click.o";
mount-directory: "“/click"
kernel-click-config-generator-file: "/path/to/kernel click _config _generator"
}
user-click {
disable: false
command-file: "/path/to/click"
command-extra-arguments: "-R"
command-execute-on-startup: true
control-address: 127.0.0.1
control-socket-port: 13000
startup-config-file: "/dev/null"
user-click-config-generator-file: “/path/to _user _click _config _generator"
}
}
}

The configuration above enables configures both kernel-mve user-level Click (eventually on Linux
given that it contains two kernel Click modules), but enalaely user-level Click.

4.3 Monitoring the Forwarding Engine

The show mfea dataflow
filters:

command can be used to display information about MFEA [Pviéfiday

user@hostname> show nf ea dat afl ow

Group Source

224.0.1.20 10.2.0.1
Measured(Start|Packets|Bytes) Type Thresh(Interval|Pa ckets|Bytes)  Remain
1091667269.982158|0|? <= 210.0|0|? 202.434319
1091667269.984406|?|0 >= 100.0|?|102400 92.436567
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Note that the above information is shown only if the filters kept at user-space. If the filters are kept at

kernel-spaced.g.,in case of UNIX system with advanced multicast API suppdhgn currentlyxorpsh

cannot be used to show the information. In that case, theopppte system command should be used

instead (e.g., the UNIXetstat -gn~ command).

Theshow mfea interface command can be used to display information about MFEA |Ptetfiaces:

user@hostname> show nfea interface

Interface State Vif/Pifindex Addr Flags

dcO UP 0/6 10.4.0.1 MULTICAST BROADCAST KERN_UP

dc2 UP 1/8 10.3.0.2 MULTICAST BROADCAST KERN _UP

register  _vif UP 216 10.4.0.1 PIM _REGISTER KERMNJP

Theshow mfea interface address command can be used to display information about MFEA IPv4

interface addresses:

user@hostname> show nfea interface address

Interface Addr Subnet Broadcast P2Paddr
dcO 10.4.0.1 10.4.0.0/24 10.4.0.255 0.0.0.0
dc2 10.3.0.2 10.3.0.0/24 10.3.0.255 0.0.0.0
register  _vif 10.4.0.1 10.4.0.1/32 10.4.0.1 0.0.0.0

The equivalent commands for IPv6 multicast forwarding are:

show mfea6 dataflow
show mfeab interface

show mfeab interface address
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Chapter 5

Unicast Routing

5.1 An Overview of Unicast Routing

To forward packets, a router maintains a forwarding tabl&wholds routes indicating which neighboring
router a packet for a particular destination should be foded to. At the minimum, a route then consists of
a destinatiorsubnetand anexthop The destination subnet is usually represented as a basiliPsa and

a prefix-length in bits. For example, the subh28.16.64.0/24  has a prefix length of 24 bits, indicating
that the first 24 bits of this address identify the network urestion, and the last 8 bits identify hosts on
this subnet. Thus a route for this subnet would be used toai@hpackets for addresses 128.16.64.0 to
128.16.64.255 inclusive. The nexthop can be the IP addfessa&ighboring router, or it might indicate that
the route is for a subnet that is directly connected to thiseno

IP routers perforntiongest prefix matcforwarding. This means that a router might have more tharraute
that matches a destination address, and under such cienrest it will use the route that has the longest
prefix. For example, if a router has two routes:

e Subnet:128.16.0.0/16, nexthop:10.0.0.1

e Subnet:128.16.64.0/24, nexthop:10.0.0.2

A packet destined fot28.16.0.1 would match the first route only, and so would be forwarde@lt0.0.1.
However a packet destined fb28.16.64.1 would match both routes, and so would be forwardetbt0.0.2
because the second route has a longer prefix (24 is longef@)an

To be useful, a router needs to populate its forwarding tdbioes this in three ways:

¢ Routes for directly connected subnets are automaticatired into the forwarding table.

e Routes may be configured via the router’s configuration fileaosnmand line interface. Such routes
are known astatic routes Static routes will be discussed in Chapter 6.

e Routes may be learned from another router via a routing pobt&uch routes are known dgnamic
routes
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5.1.1 Dynamic Routing

Many different routing protocols can supply dynamic routBise dynamic routing protocols that are in most
common use are:

e Routing Information Protocol (RIP). This is probably the simplest intra-domain routing proloc
and is often used on small networks.

Open Shortest Path First (OSPF) Used for intra-domain routing, often on large ISP networks

Integrated IS-IS. Used for intra-domain routing, often on large ISP netwofsnilar to OSPF.

IGRP: Used for intra-domain routing, typically in small to merisized networks. Cisco-proprietary.

Border Gateway Protocol (BGP) This is used for inter-domain routing.

Currently (August 2006), XORP supports RIP, OSPF and BGPE.RIP, OSPF and BGP implementations
are discussed in Chapter 7, Chapter 8 and Chapter 9 respectivthe future we plan to implement I1S-1S
as well. In addition, there are also multicast routing peots, which we will discuss in Chapter 11.

5.1.2 Administrative Distance

A router can run multiple routing protocols simultaneoushor example, we may use RIP to distribute
routes within our network, and BGP to learn external routessome situations this can lead to a router
learning the same route from more than one routing protdem .example, we might learn the two routes:

e Subnet: 128.16.64.0/24, nexthop: 192.150.187.1, learned from BGP via an external peering. AS
Path:123 567 987 .

e Subnet:128.16.64.0/24, nexthop:10.0.0.2, learned from RIP with metric 13

The longest prefix match rule doesn’t help us because thepeefjths are the same, and the metric used
for RIP is not directly comparable against the AS path lemgtany other attribute attached to a BGP route.
How then do we decide which route to take?

A XORP router uses the conceptadministrative distancé determine which route wins. This concept is
the same as that used by Cisco routers. Basically each gquiiiocol has a configured “distance”, and if a
route is heard from two protocols, then the version with thaltest distance wins.

The built-in table of administative distances XORP uses is:

Directly connected subnets: 0
Static routes: 1
BGP, heard from external peer: 20
OSPF: 110
IS-IS (when implemented): 115
RIP: 120
BGP, heard from internal peer: 200
FIB2MRIB routes (XORP-specific, in MRIB only): 254
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Hence, in the example above, the route learned from BGP witirefered.

Currently (August 2006), there is no way to modify these digfadministrative distances, but this capability
will be added in the future.

5.1.3 Route Redistribution

A common requirement is to redistribute routes betweeringyirotocols. Some examples might be:

e When interconnecting some subnets that are staticallgdowith some subnets use RIP for dynamic
routing. Rather that configure the static routes and aduitip tell RIP to originate route adver-
tisements for the same subnets, it is simpler and less eromepo configure the router to simply
redistribute all the static routes into RIP.

e When a network uses RIP internally, and also uses BGP to péertive rest of the Internet. One
solution would be to configure BGP at the border routes tormaig route advertisements for the in-
ternal subnets, but if a new subnet is added internally, thetorder routers also need to be correctly
modified. Instead we can simply configure the border routersdistribute RIP routes into BGP.

XORP is capable of performing such route redistributionisThigenerally configured using tiveport and
export configuration statements. These terms are relative to thter's routing table, so if the directive
export static is added to the RIP configuration, then this indicates thit $tlould export all the static
routes to its neighbors via the RIP protocol.

While route redistribution is a powerful tool, it needs toused carefully. For example, redistributing BGP
routes into RIP at one router, and redistributing RIP routes BGP at another router, would cause all the
BGP routes to lose their original AS paths, and hence for nofithe Internet to believe your AS is the best
way to everywhere. In any event, it is rarely a good idea ttritlige a large number of BGP routes into an
IGP because most IGPs simply do not cope well with large mgutibles.

In XORP route redistribution is implemented as part of thatirgy policy framework (see Chapter 10 for
details).
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Chapter 6

Static Routes

6.1 Terminology and Concepts

A static route is a manually configured route. Static routélsnet automatically change if a link or neigh-
boring router fails. In general, static routes should ordyused for very simple network topologies, or to
override the behaviour of a dynamic routing protocol for abmumber of routes.

Static routes can be configured for IPv4 and IPv6. Each roamebe specified as to be used for unicast
forwarding, or as part of the multicast topology used by moat routing, or both.

The termRIB refers to the routerfouting Information BaseThis is the collection of all routes the router
has learned from its configuration or from its dynamic rogifimotocols. The RIB maintains separate collec-
tions of routes for IPv4 and IPv6. Within each of those cditets, the router also maintains separate route
tables for unicast routes and for multicast routes. Unioastes will be used to determine the forwarding
table used for unicast packet forwarding. Multicast rodi@sot directly determine the multicast forwarding
table, but instead are used by multicast routing protoastt s PIM. PIM uses this to determine the RPF
(Reverse-Path Forwarding) informatfoneeded to route multicast control information that in tuetssup
the multicast forwarding tree. The part of tRéB used to contain multicast topology information is called
the Multicast RIBor MRIB.

1The RPF information represents the path back to a source.
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6.2 Configuration of Static Routes

When a static route is specified, it is necessary to indicateonly thedestination subneand next-hop
router, but also whether the route should be placed in theaghRIB or in the MRIB or both.

6.2.1 Configuration Syntax

The syntax for defining static routes is shown below.

protocols {
static  {
targetname:  text
disable: bool
route  IPv4-addr int(0..32) {
next-hop: IPv4-addr
metric: uint

route  IPv6-addr int(0..128) {
next-hop: IPv6-addr
metric: uint

}

mrib-route IPv4-addy int(0..32) {
next-hop: IPv4-addr
metric: uint

mrib-route IPv6-addy int(0..128) {
next-hop: IPv6-addr
metric: uint

}

interface-route IPv4-addy int(0..32) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv4-addr

metric: uint

interface-route IPv6-addy int(0..128) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv6-addr
metric: uint
}
mrib-interface-route IPv4-addy int(0..32) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv4-addr

metric: uint

mrib-interface-route IPv6-addy int(0..128) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv6-addr
metric: uint
}

The configuration parameters are used as follows:
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protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under pinétocols  node in the configuration.

static : the delimits the part of the router configuration that isredl to configuring static routes.

targetname : this is the name for this instance of statmutes. It defaults tostatic _routes ”, and it
is not recommended that this default is overridden undanabusage scenarios.

disable : this takes the valugue orfalse , and determines whether any static routes are installed or
not 2. Setting it totrue has the same effect as deleting the whole static routes coafign, but
without losing what the old configuration actually was.

route : this specifies an unicast route to be installed in the RIBhe parameter is an IPv4 or IPv6
destination subnet expressed in the faduress/prefix-length

Eachroute : specification takes the following attributes:

next-hop : this specifies the IPv4 or IPv6 address (in case of IPv4 dd stination respectively)
of the nexthop router towards the destination subinétis mandatory.

metric : this specifies the routing metric or cost for this route.sltinon-negative integer. The
metric for a static route is not directly used to decide wihighte to use, but may affect the
choice of routes for protocols such as BGP and PIM-SM thatecty use this information.
For example, BGP uses the IGP metric to the nexthop to deateelen alternative routes as
part of its decision process. As with all routing metricsyéo values indicate better routes.

mrib-route  : this specifies an multicast route to be installed in the Matt RIB®. The parameter is
an IPv4 or IPv6 destination subnet expressed in the fadaress/prefix-lengthThis route will not
directly affect forwarding, but will be used by multicasutmmg protocols such as PIM-SM to control
how multicast trees are formed.

An mrib-route  specification takes the same attributes esuge specification.

interface-route : this specifies an unicast route to be installed in the RIBne parameter is an IPv4
or IPv6 destination subnet expressed in the fadress/prefix-lengthTypically, this specification
will be used in wireless environment to install static reutgere this router and next-hop router don’t
share the same subnet address on some (wireless) interface.

Eachinterface-route . specification takes the following attributes:
next-hop-interface : this specifies the name of the nexthop interface towardgéisgénation
subnet. It is mandatory.
next-hop-vif : this specifies the name of the nexthop vif towards the datstin subnet. It is
mandatory.
next-hop-router . this specifies the IPv4 or IPv6 address (in case of IPv4 0B iRstination

respectively) of the nexthop router towards the destinagigbnet.

2Note that prior to XORP Release-1.1, taeable flag was used instead dfsable

®Note that prior to the XORP Release-1.3, route4 and routéérsents were used for IPv4 and IPv6 routes respectively.

“Note that prior to the XORP Release-1.1, tfexthop attribute was used instead éxt-hop

®Note that prior to the XORP Release-1.3, mrib-route4 and+route6 statements were used for IPv4 and IPv6 routesaespe
tively.

Note that prior to the XORP Release-1.3, interface-routefliaterface-route6 statements were used for IPv4 and |BW&s
respectively.
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metric : this specifies the routing metric or cost for this route. feee metric  for detalils.

The mrib-interface-route specification is same as tiwterface-route specification, except
that it is used to configure routes that are to be installeierMulticast RIB.

6.2.2 Example Configurations

protocols {
static  {
route 10.20.0.0/16 {
next-hop: 10.10.10.20
metric: 1

}

route 20:20:20:20::/64 {
next-hop: 10:10:10:10:10:10:10:20
metric: 1

}

mrib-route 10.20.0.0/16 {
next-hop: 10.10.10.30
metric: 1

}

mrib-route 20:20:20:20::/64 {
next-hop: 10:10:10:10:10:10:10:30
metric: 1

}

interface-route 10.30.0.0/16 {
next-hop-interface: rl0
next-hop-vif: rl0
metric: 1

interface-route 30:30:30:30::/64 {
next-hop-interface: rl0
next-hop-vif: rl0

metric: 1
}
mrib-interface-route 10.30.0.0/16 {
next-hop-interface: rll1
next-hop-vif: rll
metric: 1
}
mrib-interface-route 30:30:30:30::/64 {
next-hop-interface: rll1
next-hop-vif: rll
metric: 1
}

}
}
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6.3 Monitoring Static Routes

IPv4 unicast static routes can be displayed using the comrslow route table ipv4 unicast
static

user@hostname> show route table i pv4 unicast static
192.168.0.0/24 [static(1)/1]

> to 192.150.187.1 via fxp0/fxp0
192.168.1.0/24 [static(1)/1]

> to 192.150.187.2 via fxp0/fxp0

The information shown for each route not only indicates thiefigured information (network, nexthop and
metric), but also the interface and vif via which this routdl ferward packets.

If the nexthop is not actually reachable, the route will netsmown by this command because there is not
current interface or vif.

IPv6 unicast static routes can be displayed using the commbow route table ipv6 unicast
static

The Multicast RIB static routes can be displayed using ttmeroandshow route table ipv4 multicast
static andshow route table ipv6 multicast static for IPv4 and IPv6 respectively.
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Chapter 7

RIP and RIPng

7.1 Terminology and Concepts

The Routing Information Protocol (RIP) is the simplest @sicrouting protocol in widespread use today.
RIP is very simple, both in configuration and protocol desigm it is widely used in simple topologies.
However, RIP does not scale well to larger networks, wherBlO& 1S-1S might be more appropriate.

There have been two versions of the RIP protocol. RIP versidates back to the early days of the Internet.
It is now historic, primarily because it does not supporsslass addressing which is necessary in today’s
Internet. XORP does not support RIPv1.

RIP version 2 introduces a subnet mask, which allows clesskeldressing. XORP completely supports
RIPv2, as specified in RFC 2453.

RIPng introduces IPv6 support. It is very similar to RIPv@at for IPv6 instead of IPv4.

RIP is a distance vector protocol, which means that whentaroeceives a route from a neighbor, that route
comes with a distance metric indicating the cost associatédreaching the destination via that neighbor.
The router adds its metric for the link on which the route wexeived to the metric in the received route,
and then compares the route against its current best pdthttdéstination. If the metric is lower, or if there
is no current route to the destination, then the new routsyvand is installed in the router’s routing table.
If the route is simply an update of the previous best route the stored metric is updated, and the route’s
deletion timer is restarted. Otherwise the route is ignoferiodically, the router’s routing table is sent to
each of it's neighbors. Additionally, if a route change®rilthe new route is sent to each neighbor.

On reason why RIP is not good for large networks is that in demopologies it is rather slow to conclude
that a route is no longer usable. This is because routers ao@Wwill learn a route from each other all
the way around the loop, and so when a destination becomeaahable, the routing change will have to
propagate around the loop multiple times, increasing theieneach time until the metric reaches infinity,
when the route is finally removed. RIP uses a low value of 1Bfasty to reduce the time it takes to remove
old information.

A simple case of such a loop is two routers talking to eachrothiter a destination becomes unreachable,
two routers may each believe the other has the best r@ui. horizonis a scheme for avoiding problems
caused by including routes in updates sent to the router fmbioh they were learned. Thample split
horizonscheme omits routes learned from one neighbor in updaté¢sostirat neighborSplit horizon with
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poisoned reversicludes such routes in updates, but sets their metricditotyn In general, it is advisable
to use split-horizon with poisoned reverse when using Rifhis significantly speeds convergence in many
scenarios.

7.1.1 Standards Supported

XORP RIP complies with the following standards:

RFC 2453 RIP version 2.
RFC 2082 RIP-2 MD5 Authentication.
RFC 2080 RIPng for IPv6.
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7.2 Configuring RIP

To run RIP it is sufficient to specify the set of interface$s @and addressemferface  ,vif andaddress )
on which RIP is enabled. Eachidress to be used by RIP must be explicitly configured, and typically
metric will also be configured.

In addition, to originate routes via RIP, it is necessaryge theexport command to export routes from
the router’s routing table via RIP. Theexport commands arguments are policy statements; see Chapter
10 for additional detais.

7.2.1 Configuration Syntax

protocols {
ip {
targetname  text
export  text
interface text {
vif  text {
address IPv4 {
metric: uint
horizon: text

disable: bool
passive:  bool
accept-non-rip-requests: bool
accept-default-route: bool
route-timeout: uint
deletion-delay: uint
triggered-delay: uint
triggered-jitter: uint(0..100)
update-interval: uint
update-jitter: uint(0..100)
request-interval: uint
interpacket-delay: uint
authentication {
simple-password: text

md5 uint(0..255) {
password:  text
start-time: text(*YYYY-MM-DD.HH:MM”)
end-time: text(“YYYY-MM-DD.HH:MM™)

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that RIP configuration is under fhetocols  node in the configuration.

rip : this delimits the RIP configuration part of the XORP routenfiguration.

wn

targetname : this is the name for this instance of RIP. It defaults fip “”, and it is not recommended

that this default is overridden under normal usage scemnario

IStarting with XORP Release-1.2 policy is used to exportesinto RIP with thexport ~ statement. Prior to XORP Release-
1.2 theexport statement was used with a different syntax.
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export : this directive specifies an export policy statement (segp@r 10).

interface  : this specifies a network interface that should be used byf&ilPouting. See Chapter 3
for details of interfaces. The interface must be configuredhe interfaces part of the router
configuration.

Each interface can have multiple vifs configured:
vif : this specifies a vif that should be used by RIP for routinge Skapter 3 for details of vifs.

address : this specifies an IPv4 address that should be used by RIBudting. RIP will peer with other
routers on thisnterface/vif using thisaddress . The address must be a valid configured address
for this vif.

The parameters that can be specified for each address are:

metric : this specifies the metric or cost associated with routesived on this vif/faddress. The
metric is added to the cost in routes received before degidaiween best routes to the same
destination subnetmetric should be an integer between 1 and 15. Note that 15 is regarded
as infinity as far as RIP is concerned. The sum of all the ne#&wross the entire RIP domain
should be less than 15.

horizon : this specifies how RIP deals with eliminating routes quicifter a path has failed.
Possible values aresflit-horizon-poison-reverse ", “ split-horizon ", and “none”.
The default issplit-horizon-poison-reverse and under normal circumstances should be
left unchanged.

disable : this takes the valugue or false , and determines whether RIP will exchange routes
via this viffaddress$. Setting this tarue allows routes received via an address to be temporarily
removed without deleting the configuration. The defaufblise

passive : this takes the valugue orfalse , and determines whether RIP runs in passive mode
on this address. In passive mode, RIP will accept routesvet®n this address, but will not
advertise any routes to neighbors via this address. Theldefdalse

accept-non-rip-requests . this takes the valugue or false . Normal RIPv2 requests
for routing updates are multicast to all neighbors and smifrom the RIP port. However for
monitoring purposes RIP also allows requests to be uniaastthen they can be sourced from
non-RIP ports. When this optiontisie , RIP will accept RIP requests from any UDP port. The
default istrue .

accept-default-route . this takes the valugrue or false , and indicates whether RIP
should accept a default route if it receives one from a RIBhi®r. The default ifalse

route-timeout . If no periodic or triggered update of a route from this néighhas been re-
ceived for this time interval, the route is considered toehexpired®. The default is 180 seconds,
and should not normally need to be changed.

deletion-delay : After a route has expired (the route has an infinite metaichuter must keep
a copy of it for a certain time so it can have a reasonably centid that it has told its neighbors
that the route has expiréd This time interval determines how long the router mairgairpired
routes after their metric has reached infinity. The defaul?0 seconds, and should not normally
need to be changed.

“Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
3Note that prior to XORP Release-1.3, tloeite-expiry-secs statement was used insteadrofite-timeout
“Note that prior to XORP Release-1.3, ttoaite-deletion-secs statement was used insteaddeietion-delay
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triggered-delay : When a router receives a modified route from a neighbor, eésdwt have
to wait until the next periodic update to tell the other néigts, but instead sends a trig-
gered updaté. After a triggered update is sent, a timer is set for a randuerval between
(triggered-delay - triggered-delay * triggered-jitter / 1 00) and(triggered-delay
+ triggered-delay * triggered-jitter / 100) . If other changes occur that would
trigger updates before the timer expires, a single updatggered when the timer expires. The
default value otriggered-delay is 3 second, and should not normally need to be changed.

triggered-jitter : Seetriggered-delay for details. The defaultis 66 percenie(triggered-delay
would be in the interval [1..5] seconds), and should not radiymeed to be changed.

update-interval : A RIP router will typically tell its neighbors its entire uéing table every 30
second®. To avoid self-synchronization of routing updates, thecise time interval between
telling each neighbor about routing updates is randomtgrggd, with the delay chosen uni-
formly at random betweefupdate-interval - update-interval * update-jitter
/ 100) and(update-interval + update-interval * update-jitter / 100) . The
default forupdate-interval is 30 seconds, and should not normally need to be changed.

update-jitter : Seeupdate-interval for details. The default is 16 percentse(update-jitter
would be in the interval [25..35] seconds), and should notadly need to be changed.

request-interval : When a RIP router has no neighbors on a vif/faddress, it maggeally
send a request for a route update in case a neighbor appédrs timer determines how often
such a request is re-sent. The default value is 30 secondke tfmer’s value is 0, then the
periodic requests are not sent.

interpacket-delay : This specifies the default delay between back-to-back RtRgts when
an update is sent that requires multiple packets to be®sdrite default is 50 milliseconds, and
should not normally need to be changed.

authentication : This directive specifies the authentication mechanisnd tiseuthorise RIP
updates sent and received via this vif/address.
The authentication is configured by using one of the foll@vimutually-exclusive statements:
simple-password  : this specifies the password used for plaintext autherditain this
vif/address.

md5: this specifies an MD5 authentication key. The parametéreigey ID and must be in the
interval [0, 255]. The MD5 authentication is configured byngsthe following statements:

password : this specifies the MD5 password for the specific key.

start-time : this specifies the start time when the key becomes active.f@imat is
“YYYY-MM-DD.HH:MM”. If it is empty, then the key should becme active immedi-
ately.

end-time : this specifies the end time when the key becomes inactive fdimat is
“YYYY-MM-DD.HH:MM". If it is empty, then the key should neveexpire.
If there are multiple configured keys, the messages arentittesl using each of the keys
that are valid for message generation.

SNote that prior to XORP Release-1.3, thiéggered-update-min-secs and triggered-update-max-secs
statements were used insteadrajgered-delay andtriggered-jitter

5Note that prior to XORP Release-1.3, thble-announce-min-secs andtable-announce-max-secs statements
were used instead efpdate-interval andupdate-jitter

"Note that prior to XORP Release-1.3, tiable-request-secs statement was used insteadefjuest-interval

8Note that prior to XORP Release-1.3, thimterpacket-delay-msecs statement was used instead of

interpacket-delay
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Note that prior to XORP Release-1.2, the authenticatioffigoration statement used a different

format;

authentication {
type: text
password: text

7.3 Configuring RIPng

The configuration for RIPng is basically the same as for RI#) two exceptions:

e The addresses are IPv6 addresses with RIPng whereas tH&ywéraddresses with RIPv2.

e Theauthentication directive is not available in RIPng, because RFC 2081 doespexify au-
thentication for RIPng.

7.3.1 Example Configurations

policy {
policy-statement connected-to-rip {
term export {
from {
protocol: "connected"
}
then {
metric: 0
}
}
}
}
policy {
policy-statement static-to-rip {
term export {
from {
protocol: "static"
}
then {
metric: 1
}
}
}
}
protocols {
rip  {
/* Redistribute connected and static routes */
export: "connected-to-rip,static-to-rip"
/* Run on specified network interface addresses */
interface fxp0 {
vif fxp0 {
address 69.110.224.158 {
}
}
}
}
}

72



In the above configuration, RIP is configured to export rofeslirectly connected subnets and for routes
that are statically configured. The RIP metric advertisecbisfigured to be O for connected subnets and 1
for static routes.

RIP is configured on only one interface/vidc0/dcO ), with address 10.10.10.10. This router will send and
receive routes from any RIP neighbors that it discovers ahwifiaddress.
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7.4 Monitoring RIP

RIP routes can be monitored using the operational mode cowtma

show route table ipv4 unicast rip .

For each subnet, the nexthop router, the RIP metric, andntieeface/vif to reach the nexthop route are
shown.

user@hostname> show route table ipv4 unicast rip
172.16.0.0/24  [rip(120)/1]

> to 172.16.0.1 via dc0/dcO
172.16.1.0/24  [rip(120)/1]

> to 172.16.1.1 via dcl/dcl
172.16.2.0/24  [rip(120)/1]

> to 172.16.2.1 via dc2/dc2
172.16.3.0/24  [rip(120)/1]

> to 172.16.3.1 via dc3/dc3
192.150.187.0/25[rip(120)/1]

> to 192.150.187.112 via fxpO/fxp0

The operational command for monitoring the IPv6 unicastesisshow route table ipv6 unicast
rip . The operational commands for monitoring the MRIB routeshow route table ipv4 multicast
rip andshow route table ipv6 multicast rip for IPv4 and IPv6 respectively.
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Chapter 8

OSPFv2 and OSPFv3

8.1 OSPF Terminology and Concepts

OSPF is the Open Shortest Path First protocol, it is one ofpgsaiple Interior Gateway Protocols (IGP)
the other being IS-IS. RIP is also an IGP however OSPF an& IsaVe better scaling properties.

The initial OSPF specification is RFC 2328 OSPF Version 2 oPB&. This specification is specific to
IPv4. There is a later specification RFC 2740 OSPF for IPvé¢chvhappens to be Version 3 or OSPFv3.

The specifications for OSPFv2 and OSPFv3 are fairly similardbvious difference is the handing of IPv4
and IPv6 addresses.

The XORP implementation of OSPF supports both OSPFv2 and-@&fowever only OSPFv2 is currently
available in Release-1.2.

For consistency with our other protocols OSPFv@9pf4 in the configuration files, thé in ospf4 refers
to the IPv4 address family.

8.1.1 Key OSPF Concepts

As an Interior Gateway Protocol OSPF runs within a singleoAotmous System. One way that OSPF
achieves good scaling properties is to allow an AS to beigpditdistinct regions that OSPF calls areas. The
areas are structured in a two level hierarchy, &€a0.0 is special and is called tiBACKBONHRrea.

All other areas must be connected to tB&ACKBONEither directly or through virtual links.

A fundamental quantity in OSPF that describes topology auting information is the Link State Adver-
tisement (LSA). Every OSPF router within an area should lexaetly the same LSAs in its database. There
are different type of LSAs the base specification describmstd®-LSAs, Network-LSAs, Summary-LSAs
and AS-external-LSAs.

The OSPF protocol has explicit support for introducing esurom other protocols, these routes are intro-
duced via AS-external-LSAs. For example, routes from a RdRctcan be introduced into OSPF and will
appear as AS-external-LSAs.

Areas in OSPF can be one of three different typasnal , stub andNot-So-Stubby . TheBACKBONE
is alwaysnormal . AllLSAs in OSPF are flooded only within an area, the excepisdthe AS-external-LSA
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that can be flooded between airmal areas.

OSPF routers are categorised into four overlapping catgyan internal router whose interfaces are all in
one area, an area border routdBR that has interfaces in more than one area, a backbone tbatdnas
an interface to th@ACKBONENd an AS boundary router that introduces routes from otteeogols.

An AS boundary router can be configuredriormal andNot-So-Stubby  areas. In anormal area

the AS boundary router generates an AS-external-LSA th#ibdgled to all othemormal areas. In a
Not-So-Stubby  an AS boundary router generates a Type-7 LSA thay be translated at a area border
router to an AS-external-LSA, which will be flooded to abrmal areas. An AS-external-LSA is never
flooded into astub or Not-So-Stubby area. The different types of areas exist to limit the numlber o
LSAs in a particular area, for examplestub area may have a small number of internal routes and default
routes to theABRs.

8.2 Standards

XORP OSPF complies with the following standards:

RFC 2328 OSPF Version 2
RFC 3101 The OSPF Not-So-Stubby Area (NSSA) Option
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8.3 Configuring OSPF

8.3.1 Configuration Syntax

The configuration syntax for XORP OSPFv2 is given below.

protocols {

ospfd  {
targetname:  text
router-id: IPv4
ip-router-alert: bool
traceoptions {
flag {
all  {
disable: bool
}
}
}
area IPv4 {
area-type: text
default-Isa {
disable: bool
metric: uint(0..Oxffffff)
}
summaries {
disable: bool
}
area-range  IPv4Net {
advertise: bool
}
virtual-link IPv4 {
transit-area: ipv4
hello-interval: uint(1..65535)
router-dead-interval: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)
authentication {
simple-password: text

md5 uint(0..255) {
password:  text

start-time: text(“YYYY-MM-DD.HH:MM™)
end-time:  text(“YYYY-MM-DD.HH:MM")
max-time-drift: uint(0..65535)

}

}
}

continued overleaf....
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interface text {
link-type: text

vif  text {

address IPv4 {

priority: uint(0..255)
hello-interval: uint(1..65535)
router-dead-interval: uint(1..4294967295)
interface-cost: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)
authentication {

simple-password: text

md5 uint(0..255) {
password:  text

start-time: text(“YYYY-MM-DD.HH:MM™)
end-time:  text(*YYYY-MM-DD.HH:MM")
max-time-drift: uint(0..65535)

}
}

passive:  text

neighbor  IPv4{
router-id: IPv4

}

disable: bool

}
}
}
}

import:  text
export:  text

}

}

The configuration parameters are used as follows:

protocols : This delimits the configuration for all routing protocotsthe XORP router configuration.
It is mandatory that OSPF configuration is underghm@ocols  node in the configuration.

ospfd : This delimits the OSPF configuration part of the XORP roaterfiguration.

targetname : This is the name for this instance of OSPF. It defaultsaspfv2 ”, and it is not recom-
mended that this default is overridden under normal usagessos.

router-id  : This is a unique IPv4 address within the Autonomous SysfEne smallest IP address of
an interface belonging to the router is a good choice. Theired) format of therouter-id is a
dotted-decimal IPv4 address.

ip-router-alert : This takes the valugue orfalse . The default state ifalse , if set totrue the
IP router alert option will be placed in all transmitted paisk

traceoptions : This directive if present will enable all tracing.

area : This delimits an area in which multiple virtual links anderfaces can be configured. Thea
directive take an area identifier parameter, which by coiwens specified as a dotted-decimal IPv4
address.
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area-type : Thisis the type of the areaprmal , stub oOrnssa.

default-Isa : This directive if present is affective fatub or nssa areas only. If the router is
an Area Border Router, then a default-Isa will be introduicgd this area.

metric : This is the metric in the default-Isa.

disable : This takes the valugue orfalse . The default setting ifalse it can be set to
true to disable the sending of the default-Isa.

summaries : This directive if present is affective fatub or nssa areas only. If the router is an
Area Border Router, then this option controls the introgiurcdbf Summary-LSAs into the area.

disable : This takes the valugue orfalse . The default setting ifalse it can be set to
true to disable the sending of Summary-LSAs.

area-range : If the router is an Area Border Router the IPv4 network definew to summarize
this area into other areas.

advertise : This takes the valugue orfalse . The default setting isue it can be setto
false to disable the sending of Summary-LSAs.

virtual-link : This is therouter-id  of the router with which a virtual link should be formed.
Virtual links can only be configured in tiRACKBONErea. The format of the parameter is a
dotted-decimal IPv4 address.
transit-area : This is the transit area through which the virtual link isnhed.
hello-interval : This is the time in seconds between sending hello packets.
router-dead-interval : This is the time in seconds to wait before considering ameig
bor dead. If no hello packets are seen from the neighbor #titme then it is considered
dead.
retransmit-interval : This is the time in seconds between retransmitting vanack-
ets, such as link state update packets or link state reqaekéts.
authentication : This directive specifies the authentication mechanisnd tis@uthorise
OSPF updates sent and received via this vif/faddress.
The authentication is configured by using one of the foll@vmutually-exclusive state-
ments:
simple-password : this specifies the password used for plaintext autheiditain
this vif/address.
md5: this specifies an MD5 authentication key. The parametdrakey ID and must be
in the interval [0, 255]. The MD5 authentication is configiitgy using the following
statements:
password : this specifies the MD5 password for the specific key.
start-time : this specifies the start time when the key becomes active farmat
is “YYYY-MM-DD.HH:MM". If it is empty, then the key should beome active
immediately.
end-time : this specifies the end time when the key becomes inactive fdrimat is
“YYYY-MM-DD.HH:MM”. If it is empty, then the key should neveexpire.
max-time-drift : this specifies the maximum time drift (in seconds) among all
OSPF routers. The allowed values are in the interval [0, BB5¥ the value is
65535, the time drift is unlimited. The purpose of this sta@t is to decide when to
start accepting the MD5 keys in case other routers’s clooksiat syncronized and
have started to generate messages with a particular key:
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KeyStartAccept = KeyStartGenerate - MaxTimeDrift
KeyStopAccept = KeyStopGenerate + MaxTimeDrift

If there are multiple configured keys, among the keys thatalid for message genera-
tion, the one with the most recestart-time (and the largest key ID as a tie breaker)
would be used to generate the messages.

interface  : This specifies a network interface that should be used byFOSProuting. See
Chapter 3 for details of interfaces. The interface must Indigored in thanterfaces  part of
the router configuration.

link-type  : This specifies the type of the linkyoadcast , p2p (Point-to-Point) orp2m
(Point-to-Multipoint).

vif : This specifies a vif that should be used by OSPF for routinge Shapter 3 for
details of vifs.

address : This specifies an IPv4 address that should be used by OSR&uiimg.
OSPF will peer with other routers on thigerface/vif using thisaddress . The
address must be a valid configured address for this vif.
The parameters that can be specified for each address are:

priority  : Thisisthe priority used to select the Designated Routertwnadcast
ornbmallink-type . The priorities range from 0 to 255. If a value of 0 is choosen
this router will not be a candidate to become the Designataddr

hello-interval : This is the time in seconds between sending hello packets.

router-dead-interval : This is the time in seconds to wait before consider-
ing a neighbor dead. If no hello packets are seen from théhhergin this time
then it is considered dead.

interface-cost : The cost for this address that is placed in the Router-LSA.

retransmit-interval . This is the time in seconds between retransmitting
various packets, such as link state update packets or bitdk stquest packets.

transit-delay : The time to transmit an LSA on this address, this value is
added to the age field of all LSAs.

authentication . This directive specifies the authentication mechanisnd use

to authorise OSPF updates sent and received via this vi#add
The authentication is configured by using same configuraiatements as those
in case of virtual links (see thartual-link configuration statement above).

passive : This takes the valueue orfalse . The default setting ifalse it
can be set torue to set the interface in loopback. The protocol is no longer ru
on this address and the Router-LSA contains a host routéifatdress.

neighbor : This allows neighbors to be configured flotk-type s of p2p or
p2m. The parameter is the IPv4 address of the neighbor. rditer-id  of the
neighbor must also be configured.

disable : This takes the valu&rue or false . The default setting isalse
it can be set tarue to disable OSPF on this address without removing all the
configuration.
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8.3.2 Example Configurations

protocols {
ospfd  {
router-id: 10.10.10.10

area 0.0.0.0 {

interface dcO {
vif dc0  {
address 10.10.10.10 {
}
}
}

This configuration is an example of the minimal possible @uvftion. OSPF is running in tiRACKBONE
area, on a single interface/vif theuter-id is set to the interface/vif address.
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8.4 Monitoring OSPF

On a router running OSPF, the OSPF routing state can be gesplasing theshow ospf4 operational-
mode command. Information is available about the per ardadeBabases and the status of OSPF adjacen-
cies. used.

As always, command completion usirgd@AB > or ? will display the available sub-commands and parame-
ters:

user@hostname> show ospf4 ?
Possible completions:

database
neighbor
I

Show LSA database
Show Neighbors
Pipe through a command

The show ospf4 database = command will display information about the LSAs in the datsda Many
optional parameters are available to narrow the searchdoif§pLSA type or to an area. The optional
parameterdetail  will print more information about a LSA. The optional paraeresummary prints a
count of the LSAs.

user@hostname> show ospf4 dat abase ?
Possible completions:
<[Enter]> Execute this command
area Show LSA database
asbrsummary Show Summary-LSA (AS boundary router) databas e
brief Display brief output (default)
detail Display detailed output
external Show External-LSA database
netsummary Show Summary-LSA (network) database
network Show Network-LSA database
nssa Show NSSA-LSA database
router Show Router-LSA database
summary Display summary output
| Pipe through a command
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Theshow ospf4 database command with no modifiers will show all LSA types in all areas:

user@hostname> show ospf4 dat abase

OSPF link state database, Area 0.0.0.0

Type ID Adv Rtr Seq Age Opt Cksum Len
Router *192.150.187.112 192.150.187.112 0x8000018f 1444 0x2 0x9d24 36
Network 192.150.187.99 192.150.187.99 0x80000054 167 0x2 2 0x7c63 40
SummaryN*172.16.0.0 192.150.187.112 0x80000188 1453 0x2 0x9df5 28
SummaryN*172.16.1.0 192.150.187.112 0x80000188 1453 0x2 0x92ff 28

SummaryN*172.16.2.0 192.150.187.112 0x80000188 1453 0x2 0x870a 28
Router ~ 192.150.187.99 192.150.187.99 0x80000e76 167 0x22 Oxddf7 36
Router ~ 192.150.187.5  192.150.187.5  0x800004a6 983 0x2 0x4 0a8 36
Router ~ 192.150.187.108 192.150.187.108 0x80000301 598 0x 2 0xb9al 36
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2 O0x77c 136
OSPF link state database, Area 0.0.0.13

Type ID Adv Rtr Seq Age Opt Cksum Len
Router *192.150.187.112 192.150.187.112 0x80000001 1454 0x2 0x8a03 36
SummaryN*192.150.187.0  192.150.187.112 0x80000001 1443 0x2 Ox4ef6 28

SummaryN*172.16.1.0 192.150.187.112 0x80000001 1453 0x2 Oxa476 28
SummaryN*172.16.2.0 192.150.187.112 0x80000001 1453 0x2 0x9980 28
SummaryR*192.150.187.5  192.150.187.112 0x80000001 1443 0x2 Oxbb4 28
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2 0x77c 136
OSPF link state database, Area 0.0.0.2

Type ID Adv Rtr Seq Age Opt Cksum Len
Router *192.150.187.112 192.150.187.112 0x80000001 1454 0x2 0x93f8 36

SummaryN*192.150.187.0  192.150.187.112 0x80000001 1443 0x2 Ox4ef6 28

SummaryN*172.16.0.0 192.150.187.112 0x80000001 1453 0x2 Oxaféc 28

SummaryN*172.16.2.0 192.150.187.112 0x80000001 1453 0x2 0x9980 28
SummaryR*192.150.187.5  192.150.187.112 0x80000001 1443 0x2 Oxbb4 28
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 0x2 O0x77c 136
OSPF link state database, Area 0.0.0.3

Type ID Adv Ritr Seq Age Opt Cksum Len

Router *192.150.187.112 192.150.187.112 0x80000001 1454 0x2 0Ox9cee 36

SummaryN*192.150.187.0  192.150.187.112 0x80000001 1443 0x2 Ox4ef6 28

SummaryN*172.16.0.0 192.150.187.112 0x80000001 1453 0x2 Oxaf6c 28

SummaryN*172.16.1.0 192.150.187.112 0x80000001 1453 0x2 0xa476 28
SummaryR*192.150.187.5  192.150.187.112 0x80000001 1443 0x2 Oxbb4 28
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2 O0x77c 136

Theshow ospf4 neighbor  command will show state of adjacencies:

user@hostname> show ospf4 neighbor

Address Interface State ID Pri Dead
192.150.187.5  fxp0/fxp0 Full 192.150.187.5 150 34
192.150.187.99 fxpO/fxp0 Full 192.150.187.99 128 34
192.150.187.108 fxp0/fxp0 TwoWay  192.150.187.108 128 34
192.150.187.78  fxpO/fxp0 Down 0.0.0.78 0O O
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The show ospf4 neighbor detail command will show state of adjacencies with extra detaihsas
the Designated Router and the time the adjacency has been up:

user@hostname> show ospf4 neighbor detail

Address Interface State ID Pri Dead
192.150.187.5  fxpO/fxp0 Full 192.150.187.5 150 33
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26, adjacent 54:09:16

192.150.187.99 fxp0/fxp0 Full 192.150.187.99 128 38
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26, adjacent 54:09:16

192.150.187.108 fxp0/fxp0 TwoWay  192.150.187.108 128 33
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26

192.150.187.78  fxp0/fxp0 Down 0.0.0.78 0 o0
Area 0.0.0.0, opt 0O, DR 0.0.0.0, BDR 0.0.0.0

Up 14:47:32
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Chapter 9

BGP

9.1 BGP Terminology and Concepts

BGP is the Border Gateway Protocol, which is the principérinlomain routing protocol in the Internet.

BGP version 4 is specified in RFC 4271, XORP BGP is compliath tie new RFC. Earlier versions of

BGP are now considered historic. XORP implements what isvknas BGP4+. This is the core BGP-4
protocol, plus the multiprotocol extensions needed togdBi/6 traffic and to provide separate topology
information for multicast routing protocols to that used éimicast routing.

A complete description of BGP is outside the scope of thisumhrbut we will mention a few of the main
concepts.

9.1.1 Key BGP Concepts

The main concept used in BGP is that of the Autonomous Syste®S for short. An AS corresponds to
a routing domain that is under one administrative authoaityl which implements its own routing policies.
BGP is used in two different ways:

e EBGP is used to exchange routing information between redkett are in different ASes.

e IBGP is used to exchange routing information between reutieat are in the same AS. Typically
these routes were originally learned from EBGP.

Each BGP route carries with it an AS Path, which essentiatiprds the autonomous systems through which
the route has passed between the AS where the route wasatlsigidvertised and the current AS. When a
BGP router passes a route to a router in a neighboring ASejtguds its own AS number to the AS path.
The AS path is used to prevent routes from looping, and alsdeaused in policy filters to decide whether
or not to accept a route.

When a route reaches a router over an EBGP connection, ther fat decides if this is the best path to the
destination, based on a complex decision process and loligy gonfiguration. If the route is the best path,
the route is passed on to all the other BGP routers in the samaid using IBGP connections, as well as
on to all the EBGP peers (as allowed by policy).

85



When a router receives a route from an IBGP peer, if the ralgerdes this route is the best route to the
destination, then it will pass the route on to its EBGP peleus,it will not normally pass the route onto

another IBGP peer. This prevents routing information lagpwithin the AS, but it means that by default
every BGP router in a domain must be peered with every othd? B@ter in the domain.

Of course such a full mesh of configured BGP peerings doescate svell to large domains, so two tech-
nigues can be used to improve scaling:

e Confederations.

¢ Route Reflectors.

BGP peerings are conducted over TCP connections which reustinually configured. A connection is an
IBGP peering if both routers are configured to be in the sameof{terwise it is an EBGP peering.

Routers typically have multiple IP addresses, with at least for each interface, and often an additional
routable IP address associated with the loopback intérfadghen configuring an IBGP connection, it is
good practice to set up the peering to be between the IP addres the loopback interfaces. This makes
the connection independent of the state of any particutarface. However, most EBGP peerings will be
configured using the IP address of the router that is directhynected to the EBGP peer router. Thus if the
interface to that peer goes down, the peering session widl@ down, causing the routing to correctly fail
over to an alternative path.

9.2 Standards

XORP BGP complies with the following standards:

RFC 4271 BGP-4 Specification (obsoletes RFC 1771).

RFC 3392 Capabilities Advertisement with BGP-4.
draft-ietf-idr-rfc2858bis-03.txt : Multiprotocol Extensions for BGP-4.

RFC 2545 Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Dom&outing.
RFC 3392 Capabilities Advertisement with BGP-4.

RFC 1997 BGP Communities Attribute.

RFC 2796 BGP Route Reflection - An Alternative to Full Mesh IBGP.

RFC 3065 Autonomous System Confederations for BGP.

RFC 2439 BGP Route Flap Damping.

RFC 1657 Definitions of Managed Objects for the Fourth Version of Bueder Gateway Protocol (BGP-
4) using SMIv2.

INote: 127.0.0.1 isotroutable.
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9.3 Configuring BGP

9.3.1 Configuration Syntax

The configuration syntax for XORP BGP is given below.

protocols {

bgp {
targetname:  text
bgp-id: IPv4
local-as: int(1..65535)
peer text {
local-ip: IPv4

as: int(1..65535)
next-hop: IPv4
local-port: int(1..65535)
peer-port: int(1..65535)
holdtime: uint
prefix-limit {
maximum: uint
disable: bool

disable: bool
ipv4-unicast: bool
ipv4-multicast: bool
ipv6-unicast: bool
ipv6-multicast: bool

The configuration parameters are used as follows:

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under pihetocols  node in the configuration.

bgp: this delimits the BGP configuration part of the XORP routenfeguration.

targetname : this is the name for this instance of BGP. It defaultskigg”, and it is not recommended
that this default is overridden under normal usage scemnario

bgp-id : this is the BGP identifier for the BGP instance on this rauteis typically set to one of the
router’'s IP addresses, and it is normally required thatithigobally unique. The required format of
the BGP ID is a dotted-decimal IPv4 address, as mandatedelly@P specification. This is required
even if the router only supports IPv6 forwarding.

local-as : this is the autonomous system number for the AS in whichrthuger resides. Any peers of
this router must be configured to know this AS number - if tier@ mismatch, a peering will not be
established. Itis a 16-bit integer.

route-reflector : this allows BGP to be configured as a Route Reflector. A peebeaconfigured
as a client in the peer configuration.

cluster-id . All Route Reflectors in the same cluster should have the galnge cluster id. The
required format is dotted-decimal IPv4 address.
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disable : This takes the valugue orfalse . The default state ifalse , it allows Route Reflec-
tion to be disabled without removing the configuration.

confederation  :this allows BGP to be configured as a confederation membpeehcan be configured
as a confederation-member in the peer configuration.

identifier : The autonomous system number that the confederation srkbg, by non confed-
eration members.

disable : This takes the valugue orfalse . The default state false |, it allows confederations
to be disabled without removing the configuration.

peer : this delimits the configuration of a BGP peering assoamtidith another router. Most BGP routers
will have multiple peerings configured. Theer directive takes a parameter which is the peer iden-
tifier for the peer router. This peer identifier should nodgnbE the IPv4 unicast address of the router
we are peering with. The syntax allows it to be the domain rsaofi¢he peer router for convenience,
but this isnotrecommended in production settings.

For IBGP peerings the peer identifier will normally be an Iflr@ds bound to the router’'s loopback
address, so it is not associated with a specific interfacaning that the peering will not go down if
a single internal interface fails.

For EBGP peerings, the peer identifier will normally be theatRiress of the peer router on the
interface over which we wish to exchange traffic, so thatéf ititerface goes down, the peering will
drop.

For each configuregdeer , the following configuration options can be specified:

local-ip  : This is the IP address of this router that we will use for B@Rnections to this peer.
It is mandatory to specify, and must be the same as the IP sgldomfigured on the peer router
for this peering.

as: this gives the AS number of this peer. This must match the i8ber that the peer itself ad-
vertises to us, or the BGP peering will not be established.dt16-bit integer, and is mandatory
to specify.

next-hop : this is the IPv4 address that will be sent as the nexthograddress in routes that we
send to this peer. Typically this is only specified for EBGRnp®s.

next-hop6 : this is the IPv6 address that will be sent as the nexthogeraddress in routes that
we send to this peer. Typically this is only specified for EB&erings.

local-port . by default, BGP establishes its BGP connections over a TaZiRartion between
port 179 on the local router and port 179 on the remote roufée local port for this peer-
ing can be changed by modifying this attribute. This musthsedame as the corresponding
remote-port  on the remote peer router or a connection will not be estadyis

peer-port : The port for this peering on the remote router can be chamyeohodifying this
attribute. See alsdocal-port

holdtime : This is the holdtime BGP should use when negotiating theeotion with this peer.
If no message is received from a BGP peer during the negotraiitime, the peering will be
shut down.

prefix-limit : A peering can be configured to be torn down if theximum number of prefixes
is exceeded.
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delay-open-time : This is a time in seconds to wait before sending an OPEN rgessme the
TCP session is established. This option is to allow the mesend the first OPEN message. The
default setting is zero.

client : This takes the valugue orfalse , it only has meaning if BGP is configured as a Route
Reflector. If set tarue the peer is a Route Reflector client.

confederation-member . This takes the valugue orfalse , it only has meaning if BGP is
configured as a confederation member. If saetde the peer is a confederation member.

disable : This takes the valugue orfalse , and indicates whether the peering is currently dis-
abled. This allows a peering to be taken down temporariljeuit removing the configuratioh

ipv4-unicast : This takes the valugue orfalse , and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv4 unicagttes to be exchanged. It is enabled
by default.

ipv4-multicast : This takes the valugue orfalse , and specifies whether BGP should nego-

tiate multiprotocol support with this peer to allow sepanaiutes to be used for IPv4 unicast and
IPv4 multicast. Normally this would only be enabled if PIMASnulticast routing is running on

the router.
ipv6-unicast : This takes the valugue orfalse , and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv6 unicastites to be exchanged.
ipv6-multicast : This takes the valugue orfalse , and specifies whether BGP should nego-

tiate multiprotocol support with this peer to allow IPv6 ricést routes to be exchanged sepa-
rately from IPv6 unicast routes. It is possible to enableIRwlticast support without enabling
IPv6 unicast support.

9.3.2 Example Configurations

protocols {
bgp {
bgp-id: 128.16.32.1
local-as: 45678

peer 192.168.150.1 {
local-ip: 128.16.64.4
as: 34567
next-hop: 128.16.64.4
holdtime: 120

/* IPv4 unicast is enabled by default */
ipv4-unicast: true

/* Optionally enable other AFI/SAFI combinations */
ipv4-multicast: true

ipv6-unicast: true

ipv6-multicast: true

This configuration is from a BGP router in AS 45678. The rottes a BGP identifier of 128.16.32.1, which
will normally be one of the router’s IP addresses.

Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
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This router has only one BGP peering configured, with a pedPaddress 192.168.150.1. This peering
is an EBGP connection because the peer is in a different AS6{@B4 This router’s IP address used for this
peering is 128.16.64.4, and the router is also configuredtttihe next hop router field in routes it advertises
to the peerto be 128.16.64.4. Setting local-ip and nexttbdye the same is common for EBGP connections.
The holdtime for the peering is configured to be 120 secondshle precise value of the holdtime actually

used depends on negotiation with the peer. In addition td lhicast routing, which is enabled by default,

this peering is configured to allow the sending an receivin@wo4 multicast routes and IPv6 unicast routes.

This router is also configured tariginate routing advertisements for two subnets. These subnetstingh
directly connected, or might be reachable via IGP routing.

The first advertisement this router originates is for sulr#8.16.16/24, reachable via both unicast and
multicast. The nexthop specified in 128.16.64.1, and thistrbe reachable via other routes in the routing
table, or this advertisement will not be made. If this rodtad any IBGP peerings, then the BGP route
advertised to those peers would indicate that 128.16.M8&%4eachable via next hop 128.16.64.1. However
in this case the only peering is an EBGP peering, and the raxirhall routes sent to that peer is set to
128.16.64.4 according to tmexthop directive for the peering.

The second advertisement is for an IPv6 route, configuree tgshble only by IPv6 unicast traffic.
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9.4 Monitoring BGP

On a router running BGP, the BGP routing state can be disglageng theshow bgp operational-mode
command. Information is available about the status of BGIipgs and about the routes received and used.
In the 1.0 release, the set of commands is fairly limited, witidoe increased in future releases to provide
better ways to display subsets of this information.

As always, command completion usirgrAB > or ? will display the available sub-commands and parame-

ters:

user@hostname> show bgp ?

Possible completions:
peers Show BGP peers info
routes Print BGP routes
| Pipe through a command

Theshow bgp peers command will display information about the BGP peeringg tieve been config-

ured. It supports the optional paramedetail

to give a lot more information:

user@hostname> show bgp peers ?
Possible completions:
<[Enter]>
detail
| Pipe through a command

Execute this command

Show detailed BGP peers info

By itself, show bgp peers provides a short list of the peerings that are configuredsjrective of whether

the peering is in established state or not:

user@hostname> show bgp peers

Peer 1: local 192.150.187.112/179 remote 69.110.224.158/ 179
Peer 2: local 192.150.187.112/179 remote 192.150.187.2/1 79
Peer 3: local 192.150.187.112/179 remote 192.150.187.78/ 179
Peer 4: local 192.150.187.112/179 remote 192.150.187.79/ 179
Peer 5: local 192.150.187.112/179 remote 192.150.187.109 /179
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The commandhow bgp peers detail will give a large amount of information about all the peegng

user@hostname> show bgp peers detail
Peer 1: local 192.150.187.112/179 remote 69.110.224.158/ 179
Peer ID: none
Peer State: ACTIVE
Admin State: START
Negotiated BGP Version: n/a
Peer AS Number: 65014
Updates Received: 0, Updates Sent: O
Messages Received: 0, Messages Sent: 0
Time since last received update: n/a
Number of transitions to ESTABLISHED: 0
Time since last in ESTABLISHED state: n/a
Retry Interval: 120 seconds
Hold Time: n/a, Keep Alive Time: n/a
Configured Hold Time: 120 seconds, Configured Keep Alive Ti me: 40 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds

Peer 2: local 192.150.187.112/179 remote 192.150.187.2/1 79
Peer ID: 192.150.187.2
Peer State: ESTABLISHED
Admin State: START
Negotiated BGP Version: 4
Peer AS Number: 64999
Updates Received: 52786, Updates Sent: 28
Messages Received: 52949, Messages Sent: 189
Time since last received update: 2 seconds
Number of transitions to ESTABLISHED: 17
Time since last entering ESTABLISHED state: 6478 seconds
Retry Interval: 120 seconds
Hold Time: 120 seconds, Keep Alive Time: 40 seconds
Configured Hold Time: 120 seconds, Configured Keep Alive Ti me: 40 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds

The most important piece of information is typically whetle not the peering is in ESTABLISHED state,
indicating that the peering is up and capable of exchanginges. ACTIVE state means that the peering
is configured to be up on this router, but for some reason teerneis not currently up. Typically this is
because the remote peer is unreachable, or because no B&R&s running on the remote peer.
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Theshow bgp routes

command displays the routes received by BGP from its peansa @uter with a
full BGP routing table (140000 routes as of July 2004) thisiowand will produce a large amount of output:

*>
*>
*>
*>
*>
*>
*>
*>
*>
*>
*>

user@hostname> show bgp routes

Status Codes: * valid route, > best route

Origin Codes: i IGP, e EGP, ? incomplete
Prefix Nexthop Peer AS Path
3.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 335 6 7018 80 i
4.17.225.0/24  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 701 11853 6496 i
4.17.226.0/23  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 701 11853 6496 i
4.17.251.0/24  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 701 11853 6496 i
4.17.252.0/23  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 701 11853 6496 i
4.21.252.0/23  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 701 6389 8063 19198 i
4.23.180.0/24  192.150.187.2  192.150.187.2 16694 25 215 2 11423 209 3561 6128 30576 i
4.36.200.0/21  192.150.187.2  192.150.187.2 16694 25 215 2 174 3561 14742 11854 14135 i
4.78.0.0/21 192.150.187.2  192.150.187.2 16694 25 2152 1 1423 209 3561 6347 23071 22938 i
4.78.32.0/21 192.150.187.2  192.150.187.2 16694 25 2152 174 3491 29748 i
4.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 335 6 i

The format of the output is one route per line. On each line:

e A status code is displayed, showing whether the route igl valid whether it was the best BGP route

this router has received. A route is valid if the nexthop &cteble and it isn't filtered by the inbound
BGP filters.

The network prefix for which the route applies is listed in then 4.17.226.0/23 . This indicates
the base address for the network (add®#e43.226.0 ), and the prefix length2@ bits). Thus this
route applies for addresséd7.226.0 t04.17.227.255 inclusive.

The nexthop is the IP address of the intermediate routerttswahich packet destined for the network
prefix should be sent. In this example all the displayed wh#ve the same nexthop.

The peer is the IP address of the BGP router which sent usdhbte.r The nexthop and the peer
need not the the same (they often aren’t with IBGP peeringeXample) but in all the routes in this
example they are the same.

The AS path is listed next. This lists the AS numbers of themamous systems that the route has
traversed to reach our router. The AS at the left end of thie isahe one nearest to our router and the
one at the right end of the path is usually the AS number ofdléefs originator.

Finally, whether the route’s origin is from an IGP)( from EGP &, mostly obsolete), or incomplete
(?) is listed.

9.4.1 BGP MIB

XORP includes SNMP support for BGP, though the BGP-4 MIB agfim RFC 1657.
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Chapter 10

Policy

Policy controls which routes to accept and which routes khbe advertised. Moreover, it provides a
mechanism for modifying route attributes and enaltege redistributionwhich allows routes learnt by a
protocol to be advertised bydifferentprotocol.

10.1 Terminology and Concepts
A crucial aspect to understand is the difference betwegrort andexportpolicies.

import filters act upon routes as soon as they are received from imgautotocol. Before a protocol even
makes a decision on the route, import filter processing \Wwilealy have taken place. Note that import
filters may therefore affect the decision process (e.g. laypgimg the metric).

export filters act upon routes just before they are advertised by@ng protocol. Only routes which have
won the decision process (i.e. the ones used in the forwguglene) will be considered by export
filters.

Normally policies will operate within a single routing poabl, for example a policy which sets the MED on
all BGP routes (only BGP is involved). If a policy involvesawlifferent protocols, theroute redistribution
will occur “implicitly”.

10.2 Policy Statement

A policy statemenis the user definition for a policy. Internally, it containdist of terms A term is the
most atomic unit of execution of a policy. Each single teriexiecuted, will cause actions to be taken on
a route. A policy statement should define a logical operatiohe run on routes and this operation may
involve multiple terms, which define simpler and smalleraest®sn steps.

The overall structure of a policy statement looks as foltows

95



policy {
policy-statement name {
term name {

}

iérm name {
}
}

}

Each term of a policy is executed in order. It is not requiteat &ll terms run—it is possible for a term to
cause the policy to accept or reject the route terminatiegptierall execution.

Once a policy is specified, it must b@und(applied) to a protocol. This is achieved via tingport or
export statement depending on the type of policy, within a protttotk. For example:

protocol  {
bgp {
export: "policyl,policy2,..."
import: "drop  _bad"
}

}

It is possible to have multiple policy statements per prokatich as in thexport example above. The
policies, like terms, will be executed in order. Again, ipisssible that not all policies are run—maybe the
first one will cause an accept or reject.

10.2.1 Term

Aterm is the heart of the policy execution. It specifies howniich routes as they enter the system, as they
are about to leave and ultimately what actions to performhemt The structure of a term is as follows:

term name {
from {

}

It is possible to omit thédrom ,to andthen block. If so,from andto will match all routes traversing
the filter. An emptythen block will run thedefault action The default action is to execute the next term /
policy in the list or accept the route if the last term is being.

In general, thdrom andto block will specify thematch conditionon a route and théhen block the
actions to be performed on the route in case of a match.

Match Conditions
The overall structure of a match condition igariable operator, argument A variable is a route attribute
such as metric, prefix, next-hop and so on. The operator pdtiy how this variable is matched. For

example< may perform a less-than match whereamay perform a greater-than operation. The argument

96



will be the value against which the variable is matched. TWerall result is dogical andwith the result of
each statement. An example would be as follows:

from {
protocol: "static"
metric < 5

}

to {

neighbor: 10.0.0.1
}
then {

-

In this examplemetric is a variable,< an operator an8 the argument. This will match all static routes
with a metric less than 5 being advertised to the neighbd.@.. Note that the operator is an alias for
== when matching (ifrom andto blocks) which simply means equality.

Actions

All actions are performed sequentially and have a similatasyto match conditions. The main difference
with respect to match conditions is that the operator withmally be assignment and that specdammands
exist. These commands aaecept andreject . If aroute is accepted, no further terms will be executed
and the route will be propagated downstream. If a route &tefl, once again no further terms will run, and
the route willnot be propagated downstream—it will be suppressed and drofeaending on whether it

is an export or import filter, reject will have different semtias. On export it will not be advertised and on
import it will never be used at all.

Here is an example of the syntax used when specifying actions

from {

-

to {

}

then {
metric: 5
accept

}

This term will cause the metric to be set to 5 and no furthensewill be executed, because of thecept .
Note that in the case dfhen blocks, the operator is an alias for which means assignment.

If neitheraccept norreject are specified, the default action will occur. The defaulicactvill execute
the next term or accept the route if the last term has beemeédac

Note that if thethen block contains araccept or reject action, all other actions within thihen

block will be executed regardless whether in the configonatihey are placed before or after thecept
orreject statements.
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10.3 Sets

Many times it is useful to match against a set of values. Famgpte it is more practical to reference a set of
prefixes to match against, which may also be used in diffgrelities rather than enumerating the prefixes
one by one in each policy. This is achieved via sets whichaionin-ordered items and no duplicates. Sets
are declared as follows:

policy {
network4-list name {
elements: "10.0.0.0/8,192.168.0.0/186,..."

network6-list name {
elements: "2001:0910::/32,2001:dead::/32,..."
}
}

Two sets cannot have the same name—else there is no way terredethem within policies. Sets of differ-
enttypes are created in different ways. For example, a $Bvdfprefixes is created via tinetwork4-list
directive whereas IPv6 prefixes would be created usigigvork6-list . To reference a set in a policy,
simply use its name as a text string. For example:

policy {
network4-list private
elements: "10.0.0.0/8,192.168.0.0/16"

policy-statement drop-private {
term a {
from {
network4-list: "private”
}
action  {
reject
}
}
}
}

This policy will match when the route is 10.0.0.0/8 or 198160/16. In this case the match needs to satisfy
only one element of the set. This is not always the case. lugerattribute which actuallis a set (such

as BGP communities) was matched against a set the user epedéipending on the operator, different

semantics would apply. For example an operator may chetkhaets are equal, or that one has to be the
subset of the other and so on. Obviously in this case eack hag a single prefix so the only reasonable
match would be to check whether that prefix is in the set or not.

Note that it is pure “coincidence” that the directive to nfieddist of prefixesietwork4-list is the same
as the one used to declare the set. It is not a requirement.

10.4 Ranges

Certain variables can be matched against linear rangeseof ¢brresponding type. The policy engine
supports matching against ranges of unsigned integersPadd/ IPv6 addresses. Ranges are expressed by
specifiying their lower and upper inclusive boundaries smpd by two dots, for example:
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from {
nexthop4: 10.0.0.11..10.0.0.15
neighbor: 10.0.0.0..10.0.0.255
med: 100..200

}

An abbreviated form of specifying a range containing a gmngllue is allowed, in which case both the lower
and upper boundary are considered to be equal. Hence, tbwifay two expressions are equivalent:

from {
neighbor: 10.1.2.3
med: 100
}
from {
neighbor: 10.1.2.3..10.1.2.3
med: 100..100

}

10.5 Tracing

It is often useful to trace routes going through filters inesrtb debug policies. Another utility of this
would be to log specific routes or simply to monitor routes fltajthroughout XORP. This functionality is
achieved via policy tracing.

In order to trace a particular term simply assign an integehétrace variable in thethen block. The
higher the integer, the more verbose the log message is.islaneexample:

from {
neighbor: 10.0.0.1
}

then {
trace: 3
}

Assuming this is a BGP import policy, this term would caude@ites learnt from the BGP peer 10.0.0.1
to be logged verbosely. Currently there is no useful meansgpciated with the integral verbosity level
although 1 normally indicates a single line of log whereas tBie¢ most noisy.

Note that only terms which match may be traced—elsehkba block which sets up the trace will never
be run! However, it is trivial to put a term which will matcheaything (emptyfrom andto block) which
simply enables tracing. This may be necessaall ifoutes need to be monitored.

10.6 Route Redistribution

Route redistribution is a mechanism for advertising roléamt via a different protocol. An example would
be to advertise some static routes using BGP. Another plitgsib advertising BGP routes using OSPF
and so on. The key is that tHeom block of a term will be matched in the protocol whickceived
the route whereas thte block will be matched in the protocol which &lvertisingthe route (doing the
redistribution). Route redistribution will always be arpext policy—the protocol exporting (advertising)
is the one redistributing. All actions (such as changing rtregric) will occur in the protocol doing the
redistribution.
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Here is an example:

policy {
policy-statement "static-to-bgp" {
term a {
from {
protocol: "static"
metric: 2
}
to {
neighbor: 10.0.0.1

then {
med: 13
accept
}
}
}
}

protocols {
bgp {
export: "static-to-bgp"
}
}

The policy is applied to BGP as it is doing the redistributittris an export policy because it is advertising.
Since therom block contains a protocol which is not BGP, route redistrdouwill occur. In this case, all
static routes with metric 2 will be passed to BGP. Furtheenas these routes are advertised to the BGP
peer 10.0.0.1, the MED will be set to 13.

Note that this policy will cause all static routes with metf 2 to be advertised tall BGP peers—not only
10.0.0.1. This policy does two things: it sets up the routkstebution, and further more changes the MED
for a specific peer on those routes. Other peers will recéwestatic routes with the default MED value.

In order to prevent other peers receiving static routesthemgoolicy should be appended specifying that all

static routes with metric of 2 should be rejected. Sincebigcy is added after the one in the example (in

theexport statement of BGP) the BGP peer 10.0.@ill receive the advertisement as no further terms /
policies will be executed after treccept of the first policy (which matches).

10.7 Common Directives for all Protocols

All protocols have a common set of route attributes which mba@ymatched, modified and actions which
should take place on a route. These may be found in the teenfdiapolicy.tp

10.7.1 Match Conditions

Table 10.1 summarizes the match conditions fron block for all protocols.

The match conditions for thim block are identical in syntax and semantics asftben block except for
one case. ltis illegal to specify the protocol in twe block. The reason for this is that when a policy is
bound to a protocol via thexport or import statement, that protocol automatically becomes the one
referenced in théo block. When a BGP export policy is created, tbemust be BGP by definition asis
doing the advertisement.
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Variable | Operator| Argument type| Semantics \

protocol : txt Matches the protocol via which the route was
learnt. Only valid for export policies. Used in
route redistribution.

network4 : ipv4net Matches the prefix of an IPv4 route.

network6 : ipvénet Matches the prefix of an IPv6 route.

network4-list : network4-list | Matches if the IPv4 set contains the route.

network6-list : network6-list | Matches if the IPv6 set contains the route.

prefix4-length : u32range | Matches if the IPv4 route has a prefix length
within the specified range.

prefix6-length : u32range Matches if the IPv6 route has a prefix length
within the specified range.

Table 10.1: Common match conditions in fihem block for all protocols

10.7.2 Actions

Common actions to all protocols are summarized in table.10.2

| Variable | Operator| Argument type| Semantics \

accept none none Propagate this route downstream and stop executing all
policies associated to this route.

reject none none Do not propagate this route downstream and stop executing
all policies associated to this route.

trace : u32 Enable tracing at a specific verbosity level. Currently 1
means a single line of logging and 3 is the most verbose
level.

Table 10.2: Common actions for all protocols

10.8 BGP

BGP supports policy and route redistribution. It can be usetth as a source for redistribution (BGP-to-
something) and as a target (something-to-BGP). The fotigwgections summarize which aspects of BGP
routes may be matched and what actions may be taken. Theatsargpecified in thegp.tp template
file.

The BGP policy engine currently has an interesting featuseg. An export filter is placed on the RIB
branch too. Thus, if an export policy rejects all routes,RB will never receive these routes and no routes
will go into the forwarding plane. To avoid this, matdeighbor: 0.0.0.0 in theto block and
accept . The next term could match all and reject. This “feature”gsually useful if you want a BGP
peering but do not wish to change the routing table.

10.8.1 Match Conditions
Table 10.3 summarizes the match conditions specific to BGP.
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Variable

Semantics

| Operator| Argument type|

nexthop4 ipvdrange Matches if the IPv4 next-hop of the route lies
within the specified range.

nexhtop6 ipvérange Matches if the IPv6 next-hop of the route lies
within the specified range.

as-path txt Matches an AS-Path with a regular expres-
sion.

as-path-list as-path-list | If the set contains a regular expression whjch
matches an AS-Path, then the term matches.

community txt Matches against the specified community.

community-list community-list| If the set contains a community whigh
matches, then the term matches.

neighbor ipv4range In afrom block it matches whether the route
was learnt from a BGP peer in the specified
range. In ao block it matches whether the
route is about to be advertised to a BGP pger
in the specified range.

origin u32 Matches the origin attribute of the route. |0
stands for IGP, 1 for EGP and 2 for INCOM-
PLETE.

med u32range Matches the MED of the route.

localpref u32range Matches the local preference of the route.

was-aggregated bool True if this route contributed to origination of
an aggregate route.

Table 10.3: BGP specific match conditions.

10.8.2 Actions

Table 10.4 summarizes the actions specific to BGP.

10.9 Static Routes

Static routes support policy and may be used as a sourcelite redistribution. The only extra attribute
which may be matched on a static routeristric  which takes an integer as an argument. It matches the

metric of the route. Thetatic _routes.tp  template file specifies the route attributes specific tocstati
routes.
10.10 RIP

RIP supports policy and may be used as a source and targeuter nedistribution.
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Variable

| Operator| Argu

ment type|

Semantics \

on

ied

i

X

nexthop4 ipv4 Replaces the IPv4 nexthop.

nexhtop6 ipv6 Replaces the IPv6 nexthop.

as-path-prepend txt Prepends the specified AS-Path to the one
the route.

as-path-expand u32 Prepends the last AS in the path the specif
number of times.

community txt Sets the community attribute.

community-add txt Adds the specified community.

community-del txt Deletes the specified community.

origin u32 Sets the origin.

med u32 Sets the MED.

med-remove bool Remove MED if present.

localpref u32 Sets the localpref.

aggregate-prefix-len u32 Originate an aggregate route with this pre
length.

aggregate-brief-mode bool If true omit AS SET generation in aggregdq

route.

te

10.11 OSPF

Table 10.4: BGP specific actions.

OSPF supports policy and route redistribution. It can bel us#h as a source for redistribution (OSPF-
to-something) and as a target (something-to-OSPF). Thewiolg sections summarize which aspects of
OSPF routes may be matched and what actions may be takere dileealso specified in thespfv2.tp

template file.

10.11.1 Match Conditions

Table 10.5 summarizes the match conditions specific to OSPF.

D
(72}

| Variable | Operator| Argument type| Semantics
nexthop4 ; ipvdrange | Matches if the IPv4 next-hop of the route li¢
within the specified range.
metric u32 Matches metric
ebit bool Matches ebit true for typel false for type2
tag u32range Matches tag field in AS-external-LSA

10.11.2 Actions

Table 10.5: OSPF specific match conditions.

Table 10.6 summarizes the actions specific to OSPF.
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\ Variable

| Operator| Argument type| Semantics \

nexthop4 ipv4 Set the forwarding field in an AS-external-
LSA

metric u32 Set the metric

ebit bool Set ebit true for typel false for type2

tag u32 Set tag field in AS-external-LSA

10.12 Examples

Table 10.6: OSPF specific actions.

Some common policies are presented in this section for @retiderstanding of the syntax. Here is a

simple one:

policy {
policy-statement medout
term a {
then {
med: 42
}
}
}
}

protocols {
bgp {
export: "medout"
}
}

{

This will cause all routes leaving BGP to have a MED of 42. Thwl& decision process is unaffected as
routes come in with their original MED.

If this were used as an import policy, then routes flowing ith® decision process would have a modified
MED. As a consequence, it is also possible that the advdntmges will have a MED of 42, even though it
is used as an import policy.
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Here is a more complicated example:

policy {
policy-statement static-to-bgp {
term friend {
from {
protocol: "static"
}

to {
neighbor: 10.0.0.1
}

then {
med: 1
accept
}
}

term metric  {

from {
protocol: "static"
metric: 7

}

to {
neighbor: 10.0.0.2

}

then {
trace: 1
med: 7
accept
}
}

term drop {
from {
protocol: "static"

}
then {
reject
}
}
}
}

protocols {

bgp {
export: "static-to-bgp"

}
}

In this example, all static routes are redistributed to BGi BGP peer 10.0.0.1 will receive all of them
with a MED of 1.

For some reason, static routes with a metric of 7 are impoerad they are advertised to the BGP peer
10.0.0.2 with a MED of 7 and are also logged. Note that 101001l receive these static routes with a
MED of 1, even if they had a metric of 7.

Finally, all static routes which are now in BGP are droppedhanexport path. All other BGP peers will not
receive any of the static routes.
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Chapter 11

Multicast Routing

11.1 An Overview of Multicast Routing

IP Multicast is a technology that allows one-to-many and yaaamany distribution of data on the Internet.
Senders send their data to a multicast IP destination agldnaesd receives express an interest in receiving
traffic destined for such an address. The network then figouediow to get the data from senders to
receivers.

If both the sender and receiver for a multicast group are eséime local broadcast subnet, then the routers
do not need to be involved in the process, and communicasintiake place directly. If, however, the sender
and receiver are on different subnets, then a multicastnguyirotocol needs to be involved in setting up
multicast forwarding state on the tree between the sendethareceivers.

11.1.1 Multicast Routing

Broadly speaking, there are two different types of multicasting protocols:

e Dense-mode protocols, where traffic from a new multicastcis delivered to all possible receivers,
and then subnets where there are no members request to leel firoim the distribution tree.

e Sparse-mode protocols, where explicit control messagassad to ensure that traffic is only delivered
to the subnets where there are receivers that requesteckivadt.

Examples of dense-mode protocols BiMRPandPIM Dense ModeExamples of sparse-mode protocols
are PIM Sparse Mode, CBT, and MOSPF. Most of these protocel&aegely historic at this time, with the
exception of PIM Sparse Mode (PIM-SM) and PIM Dense Mode (fIM), and even PIM-DM is not very
widely used.

In addition to the routing protocols used to set up forwagditate between subnets, a way is needed for the
routers to discover that there are local receivers on attlirattached subnet. For IPv4 this role is served by
the Internet Group Management Protocol (IGMP) and for IPW$ tole is served by the Multicast Listener
Discovery protocol (MLD).
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11.1.2 Service Models: ASM vs SSM
There are two different models for IP multicast:

e Any Source Multicast (ASM), in which a receiver joins a meést group, and receives traffic from
any senders that send to that group.

e Source-Specific Multicast (SSM), in which a receiver exgiligoins to a (source, group) pairing.

Traditionally IP multicast used the ASM model, but probledeploying inter-domain IP multicast resulted
in the much simpler SSM model being proposed. In the futueeliikely that ASM will continue to be used
within intranets and enterprises, but SSM will be used whaliicast is used inter-domain. The two models
are compatible, and PIM-SM can be used as a multicast roptioigcol for both. The principal difference
is that ASM only requires IGMPv2 or MLDv1, whereas SSM regsaitGMPv3 or MLDv2 to permit the
receivers to specify the address of the sending host.

11.1.3 Multicast Addresses

For IPv4, multicast addresses are in the range 224.0.0.83225.255.255 inclusive. Addresses within
224.0.0.0/24 are considered link-local and should not lbedoded between subnets. Addresses within
232.0.0.0/8 are reserved for SSM usage. Addresses in 239®are ASM addresses defined for varying
sizes of limited scope.

IPv6 multicast addresses are a little more complex. IPv@icast addresses start with the prefix, and
have the following format:

| 8 | 4] 4| 112 bits |
Fommme - eSS +
[11111111|flgs|scop| group ID |
R o . e +

e 11111111 (ff in hexadecimal) at the start of the address identifies theeaddas being a multicast
address.

e flgsis a set of 4 flags:

ottt
|0[O[O[T]
+-4-+-+-+

The high-order 3 flags are reserved, and must be initialiaéd t

T = 0 indicates a permanently-assigned (“well-known”) nualit address, assigned by the global
internet numbering authority.

T = 1 indicates a non-permanently-assigned (“transient”ficast address.

e scopis a 4-bit multicast scope value used to limit the scope ofitiaéticast group. The values in hex
are:

1 node-local scope
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2 link-local scope

5 site-local scope

8 organization-local scope
E global scope

e group IDidentifies the multicast group, either permanent or tramsigithin the given scope.

RFC 2373 gives more details about IPv6 multicast addresses.

11.2 Supported Protocols

XORP supports the following multicast protocols:

e PIM Sparse Mode for both ASM and SSM multicast routing for4Pv
e PIM Sparse Mode for both ASM and SSM multicast routing foraPv
e IGMPvV1, IGMPv2, and IGMPv3 for IPv4 local multicast membgps

e MLDv1 and MLDv2 for IPv6 local multicast membership.
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Chapter 12

IGMP and MLD

12.1 Terminology and Concepts

When a receiver joins a multicast group, the multicast msuserving that receiver’s subnet need to know
that the receiver has joined so that they can arrange foicastttraffic destined for that group to reach this
subnet. The Internet Group Management Protocol (IGMP) iskalbcal protocol for IPv4 that communi-
cates this information between receivers and routers. &amesole for IPv6 is performed by the Multicast
Listener Discovery protocol (MLD).

The basic IGMP mechanism works as follows. When a multicasgiver joins a multicast group it mul-
ticasts an IGMP Join message onto the subnet on which itningpi The local routers receive this join,
and cause multicast traffic destined for the group to reaishstibnet. Periodically one of the local routers
sends a IGMP Query message onto the subnet. If there areplauttulticast routers on the subnet, then
one of them is elected as the sole querier for that subnetslonse to an IGMP query, receivers respond
by refreshing their IGMP Join. If the join is not refreshed-@sponse to queries, then the state is removed,
and multicast traffic for this group ceases to reach thissubn

There are three different versions of IGMP:

¢ IGMP version 1 functions as described above.

e IGMP version 2 adds support for IGMP Leave messages to allstiéave from a multicast group.

e IGMP version 3 adds support for source include and excludg, lio allow a receiver in indicate that
it only wants to hear traffic from certain sources, or not rezéaffic from certain sources.

XORP supports IGMPv1, IGMPv2, and IGMPV3.

MLD for IPv6 functions in basically the same way as IGMP. Thedtionality of MLDv1 corresponds with
that of IGMPv2, and the functionality of MLDv2 correspondgiwthat of IGMPv3.

XORP supports MLDv1 and MLDv?2.
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12.2 Standards
XORP complies with the following standards for multicasbgp membership:

RFC 2236 Internet Group Management Protocol, Version 2

RFC 3376 Internet Group Management Protocol, Version 3

RFC 2710 Multicast Listener Discovery (MLD) for IPv6

RFC 3810 Multicast Listener Discovery Version 2 (MLDv2) for IPv6

12.3 Configuring IGMP and MLD

IGMP and MLD only require the interfaces/vifs to be configlitkat are intended to have multicast listeners.

12.3.1 Configuration Syntax

protocols {
igmp  {
targetname:  text
disable: bool
interface text {
vif  text {
disable: bool
version: uint(1..3)
enable-ip-router-alert-option-check: bool
query-interval: uint(1..1024)
query-last-member-interval: uint(1..1024)
query-response-interval: uint(1..1024)
robust-count: uint(2..10)
}
}

traceoptions {
flag all {
disable: bool
}
}
}
}

continued overleaf....

112



protocols {
mid {
targetname:  text
disable: bool
interface text {
vif  text {
disable: bool
version: uint(1..2)
enable-ip-router-alert-option-check: bool
query-interval: uint(1..1024)
query-last-member-interval: uint(1..1024)
query-response-interval: uint(1..1024)
robust-count: uint(2..10)
}
}

traceoptions {
flag all {
disable: bool
}
}
}
}

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that IGMP configuration is under thetocols  node in the configuration.

igmp : this delimits the IGMP configuration part of the XORP routenfiguration.

targetname : this is the name for this instance of IGMP. It defaults®®MP’, and it is not recommended
that this default is overridden under normal usage scemario

disable : this takes the valugue orfalse , and determines whether IGMP as a whole is enabled on
this routert. The default value iflse

interface  : this specifies an interface to be monitored by IGMP for thespnce of multicast receivers.
Each interface to be monitored by IGMP needs to be explitishgd. The value is the name of an

interface that has been configured intfterfaces ~ section of the router configuration (see Chapter
3).

For each interface, one or more VIFs must be specified:

vif : this specifies a vif to be monitored by IGMP for the presencealticast receivers. Each vif
to be monitored by IGMP needs to be explicitly listed. Theueais the name of a vif that has
been configured in thiaterfaces ~ section of the router configuration (see Chapter 3).

Each vif takes the following optional parameter:

disable : this takes the valugue orfalse , and determines whether IGMP is disabled on
this vif 2. The default value ifalse

version : this directive specifies the protocol version for this ifdee/vif 3. In case of IGMP
it takes a non-negative integer in the interval [1..3] wigfadilt value o2. In case of MLD
the value must be in the interval [1..2] with default valuelof

"Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
2Note that prior to XORP Release-1.1, taeable flag was used instead dfsable
Note that theversion —statement appeared after XORP Release-1.1.
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enable-ip-router-alert-option-check : this directive specifies whether the router
should check that the link-local protocol packets receiwedhis interface/vif have the IP
Router Alert option (see RFC-2213) in théif it is enabled, all link-local protocol packets
that do not contain the IP Router Alert option will be dropped

query-interval : this directive specifies the interval (in seconds) betwgsmeral queries
sent by the querier on this interface/NifThe default value i425 seconds.

query-last-member-interval : this directive specifies the maximum response time (in
seconds) inserted into group-specific queries sent in Nsepto leave group messages on
this interface/vif. It is also the interval between groygesific query messagés The
default value isl second.

guery-response-interval : this directive specifies the maximum response time (in sec-
onds) inserted into the periodic general queries on thesfete/vif /. It must be less than
thequery-interval . The default value i20 seconds.

robust-count  : this directive specifies the robustness variable courtalhawvs tuning for
the expected packet loss on a subnet for this interfac&/Tiherobust-count  specifies
the startup query count, and the last member query coustalso used in the computation
of the group membership interval and the other querier ptésgerval. The IGMP/MLD
protocol is robust twobust-count packet losses. The default valuezis

traceoptions  : this directive delimits the configuration of debugging arating options for IGMP.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shoulababled. Possible parameters are:

disable : this takes the valugue or false , and disables or enables tracifig The
default isfalse

Note that in case of IGMP each enabled interface must havikdal a4 address.

The configuration for MLD is identical to IGMP, except for tfalowing:

e Themild directive is used in place of thigmp directive.
e The default value ofargetname is “MLD” instead of‘IGMP”

e Each enabled interface must have a valid link-local IPvGeskl

“Note that theenable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
®Note that thequery-interval statement appeared after XORP Release-1.1.

®Note that theguery-last-member-interval statement appeared after XORP Release-1.1.

"Note that thequery-response-interval statement appeared after XORP Release-1.1.

8Note that theobust-count statement appeared after XORP Release-1.1.

°Note that prior to XORP Release-1.1, tamable flag was used instead dfsable
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12.3.2 Example Configurations

protocols {
igmp  {
interface dcO {
vif dcO  {
/* version: 2 */
/* enable-ip-router-alert-option-check: false */
[* query-interval: 125 */
I* query-last-member-interval: 1 */
[* query-response-interval: 10 */
/* robust-count: 2 */
}
}
}
protocols {
mid {
disable: false
interface dcO {
vif dcO  {
disable: false
/* version: 1 */
/* enable-ip-router-alert-option-check: false */
[* query-interval: 125 */
I* query-last-member-interval: 1 */
[* query-response-interval: 10 */
/* robust-count: 2 */
}
}
traceoptions {
flag all {
disable: false
}
}
}
}

In the example configuration above, IGMP is enabled on tweatif two different interfacesi¢0/dcO and
dcl/dcl ). In addition, MLD is enabled on interface/wifcO/dcO , and all MLD tracing functionality is
enabled for diagnostic purposes.
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12.4 Monitoring IGMP

Theshow igmp group command can be used to display information about IGMP groembership:

user@hostname> show i gnp group

Interface Group Source LastReported Timeout V State
dcO 224.0.0.2 0.0.0.0 10.4.0.1 161 3 E
dcO 224.0.0.13 0.0.0.0 10.4.0.1 159 3 E
dcO 224.0.0.22 0.0.0.0 10.4.0.1 159 3 E
dcO 224.0.1.15 0.0.0.0 10.4.0.3 160 2 E
dcO 224.0.1.20 0.0.0.0 10.4.0.2 03 |
dcO 224.0.1.20 1.2.34 10.4.0.2 03 F
dc2 224.0.0.2 0.0.0.0 10.3.0.2 155 3 E
dc2 224.0.0.13 0.0.0.0 10.3.0.1 157 3 E
dc2 224.0.0.22 0.0.0.0 10.3.0.1 156 3 E

In the above example&Source refers to the multicast source address in the case of sepexfic IGMP
join entries, or it is set t@.0.0.0 in case of any-source IGMP join entries. ThastReported field
contains the address of the most recent receiver that rdedan an IGMP Join message. Thieneout
field shows the number of seconds until it is next time to qderyhost membersi.g., to send an IGMP
Query message for this particular entry). Théeld shows the IGMP protocol version. Tisgate field
shows the state of the entry:

| = INCLUDE (for group entry)

E = EXCLUDE (for group entry)

F = Forward (for source entry)

D = Don't forward (for source entry)

Theshow igmp interface command can be used to display information about IGMP iatesd:

user@hostname> show i gnp interface

Interface State Querier Timeout Version Groups

dcO UP 10.4.0.1 None 3 5
dc2 upP 10.3.0.1 136 3 3
register  _vif DISABLED 0.0.0.0 None 3 0

The information indicates whether IGMP is enabled on therfate and the IP address of the IGMP querier.
If this router is the querier, then the time until the next yumessage is shown. Finally the number of
multicast groups with receivers on this subnet is shown.

Note that in the above example it is normal for the interfaamedregister  _vif to beDISABLED. This
interface has special purpose and is used only by PIM-SM.

Theshow igmp interface address command can be used to display information about addre$ses o
IGMP interfaces:
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user@hostname> show i gnp interface address

Interface PrimaryAddr SecondaryAddr
dcO 10.4.0.1
dc2 10.3.0.2

register  _vif 10.4.0.1

As shown above, therimaryAddr  per interface is the address used to originate IGMP messagdsall
other alias addresses on that interface are list&&kasndaryAddr , with one address per line.

The equivalent commands for MLD are:

e show mild group
e show mld interface

e show mld interface address
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Chapter 13

PIM Sparse-Mode

13.1 Terminology and Concepts

PIM stands forProtocol Independent Multicasand denotes a class of multicast routing protocols. The
termprotocol independertomes from the fact that PIM does not have its own topologgadisry protocol,

but instead relies on routing information supplied by peotse such as RIP and BGP. What PIM does do

is to build multicast trees from senders to receivers basedaths determined by this external topology

information.

There are two PIM protocols:

e PIM Sparse-Mode (PIM-SM) is the most commonly used multicasting protocol, and explicitly
builds distribution trees from the receivers back towaefsiers.

e PIM Dense-Mode (PIM-DM) is less commonly used, and builéesrby flooding multicast traffic
domain-wide, and then pruning off branches from the treerevtieere are no receivers.

At the present time, XORP only implements PIM Sparse Mode.

13.1.1 PIM-SM Protocol Overview

The following description is adapted from the PIM-SM speaiion.

PIM-SM relies on an underlying topology-gathering protdoopopulate a routing table with routes. This
routing table is called th®IRIB or Multicast Routing Information Basé he routes in this table may be taken
directly from the unicast routing table, or it may be differ@nd provided by a separate routing protocol
such as Multi-protocol BGP.

Regardless of how it is created, the primary role of the MRiBhe PIM-SM protocol is to provide the
next-hop router along a multicast-capable path to eaclind¢isin subnet. The MRIB is used to determine
the next-hop neighbor to which any PIM Join/Prune messagerits Data flows along the reverse path of
the Join messages. Thus, in contrast to the unicast RIB vgpietifies the next-hop that a data packet would
take to geto some subnet, the MRIB gives reverse-path information, aditates the path that a multicast
data packet would takieomits origin subnet to the router that has the MRIB.
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Like all multicast routing protocols that implement the ASkErvice model, PIM-SM must be able to route
data packets from sources to receivers without either theces or receivers knowing a-priori of the exis-
tence of the others. This is essentially done in three phadtt®ugh as senders and receivers may come
and go at any time, all three phases may be occur simultalyeous

Phase One: RP Tree

In phase one, a multicast receiver expresses its intere@staiving traffic destined for a multicast group.
Typically it does this using IGMP or MLD. One of the receiweldcal PIM routers is elected as the Desig-
nated Router (DR) for that subnet. On receiving the recsiexpression of interest, the DR then sends a
PIM Join message towards the Rendezvous Point (RP) for thiéicast group. The RP is a PIM-SM router
that has been configured to serve a bootstrapping role ftaiicanulticast groups. This Join message is
known as a (*,G) Join because it joins group G for all sourcethat group. The (*,G) Join travels hop-
by-hop towards the RP for the group, and in each router itggaégough, multicast tree state for group G
is instantiated. Eventually the (*,G) Join either reaclesRP, or reaches a router that already has (*,G)
Join state for that group. When many receivers join the grthgr Join messages converge on the RP, and
form a distribution tree for group G that is rooted at the RIisTis known as the RP Tree (RPT), and is
also known as the shared tree because it is shared by allesosgading to that group. Join messages are
resent periodically so long as the receiver remains in tbegrWhen all receivers on a leaf-network leave
the group, the DR will send a PIM (*,G) Prune message towdrd$tP for that multicast group. However

if the Prune message is not sent for any reason, the statewsifitually time out.

A multicast data sender just starts sending data destirred fioulticast group. The sender’s local router
(DR) takes those data packets, unicast-encapsulatesdnemends them directly to the RP. The RP receives
these encapsulated data packets, decapsulates them naadithem onto the shared tree. The packets
then follow the (*,G) multicast tree state in the routersiomRP Tree, being replicated wherever the RP Tree
branches, and eventually reaching all the receivers fdrrthdticast group. The process of encapsulating
data packets to the RP is calleehistering and the encapsulation packets are known as PIM Register
packets.

At the end of phase one, multicast traffic is flowing encapedldo the RP, and then natively over the RP
tree to the multicast receivers.

Phase Two: Register-Stop

Register-encapsulation of data packets is inefficientforreasons:

e Encapsulation and decapsulation may be relatively expermgerations for a router to perform, de-
pending on whether or not the router has appropriate hasdfgathese tasks.

e Traveling all the way to the RP, and then back down the shaesdnbay entail the packets traveling
a relatively long distance to reach receivers that are dimske sender. For some applications, this
increased latency is undesirable.

Although Register-encapsulation may continue indefipitedr the reasons above, the RP will normally
choose to switch to native forwarding. To do this, when the®&®Rives a register-encapsulated data packet
from source S on group G, it will normally initiate an (S,G)uste-specific Join towards S. This Join
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message travels hop-by-hop towards S, instantiating (®ui)cast tree state in the routers along the path.
(S,G) multicast tree state is used only to forward packetgifoup G if those packets come from source S.
Eventually the Join message reaches S’s subnet or a roatealtbady has (S,G) multicast tree state, and
then packets from S start to flow following the (S,G) treeestatvards the RP. These data packets may also
reach routers with (*,G) state along the path towards the RBg, they can short-cut onto the RP tree at
this point.

While the RP is in the process of joining the source-spediéie for S, the data packets will continue being
encapsulated to the RP. When packets from S also start tee aratively at the the RP, the RP will be
receiving two copies of each of these packets. At this ptiet,RP starts to discard the encapsulated copy
of these packets, and it sendskagister-Stopmessage back to S's DR to prevent the DR unnecessarily
encapsulating the packets.

At the end of phase 2, traffic will be flowing natively from S adpa source-specific tree to the RP, and
from there along the shared tree to the receivers. Wherevth&rées intersect, traffic may transfer from the
source-specific tree to the RP tree, and so avoid taking adetayr via the RP.

It should be noted that a sender may start sending befordasraafeceiver joins the group, and thus phase
two may happen before the shared tree to the receiver is built

Phase 3: Shortest-Path Tree

Although having the RP join back towards the source remokesencapsulation overhead, it does not
completely optimize the forwarding paths. For many reasiviee route via the RP may involve a significant
detour when compared with the shortest path from the soarttestreceiver.

To obtain lower latencies, a router on the receiver’s LAjdglly the DR, may optionally initiate a transfer
from the shared tree to a source-specific shortest-patl{SFE€). To do this, it issues an (S,G) Join towards
S. This instantiates state in the routers along the path Ewé&ntually this join either reaches S’s subnet, or
reaches a router that already has (S,G) state. When thighspgata packets from S start to flow following
the (S,G) state until they reach the receiver.

At this point the receiver (or a router upstream of the rez@iwill be receiving two copies of the data -
one from the SPT and one from the RPT. When the first traffi¢sstararrive from the SPT, the DR or
upstream router starts to drop the packets for G from S thiakaria the RP tree. In addition, it sends an
(S,G) Prune message towards the RP. This is known as anf§§,Brune. The Prune message travels hop-
by-hop, instantiating state along the path towards the Rieating that traffic from S for G should NOT be
forwarded in this direction. The prune is propagated uthtitaches the RP or a router that still needs the
traffic from S for other receivers.

By now, the receiver will be receiving traffic from S along #iertest-path tree between the receiver and S.
In addition, the RP is receiving the traffic from S, but thific is no longer reaching the receiver along the
RP tree. As far as the receiver is concerned, this is the fistallmition tree.

Multi-access Transit LANs

The overview so far has concerned itself with point-to-péimks. However, using multi-access LANSs such
as Ethernet for transit is not uncommon. This can cause ¢oatipins for three reasons:
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e Two or more routers on the LAN may issue (*,G) Joins to différapstream routers on the LAN
because they have inconsistent MRIB entries regarding bawach the RP. Both paths on the RP
tree will be set up, causing two copies of all the shared tedéd to appear on the LAN.

e Two or more routers on the LAN may issue (S,G) Joins to difiergostream routers on the LAN
because they have inconsistent MRIB entries regarding loomeach source S. Both paths on the
source-specific tree will be set up, causing two copies dhalkraffic from S to appear on the LAN.

e A router on the LAN may issue a (*,G) Join to one upstream moaiethe LAN, and another router
on the LAN may issue an (S,G) Join to a different upstreamerooih the same LAN. Traffic from
S may reach the LAN over both the RPT and the SPT. If the recéikind the downstream (*,G)
router doesn't issue an (S,G,rpt) prune, then this corditiould persist.

All of these problems are caused by there being more than psteam router with join state for the
group or source-group pair. PIM-SM does not prevent sucli@hip joins from occurring - instead when
duplicate data packets appear on the LAN from differentexsjtthese routers notice this, and then elect a
single forwarder. This election is performed using PASsertmessages, which resolve the problem in favor
of the upstream router which has (S,G) state, or if neithdrotin router has (S,G) state, then in favor of the
router with the best metric to the RP for RP trees, or the bestiorto the source to source-specific trees.

These Assert messages are also received by the downstregarsron the LAN, and these cause subsequent
Join messages to be sent to the upstream router that won sieetAs

RP Discovery

PIM-SM routers need to know the address of the RP for eachpgi@muwhich they have (*,G) state. This
address is obtained either through a bootstrap mechanifionigh static configuration.

One dynamic way to do this is to use tBeotstrap Route(BSR) mechanism. One router in each PIM-SM
domain is elected the Bootstrap Router through a simpldieteprocess. All the routers in the domain
that are configured to be candidates to be RPs periodicaibasintheir candidacy to the BSR. From the
candidates, the BSR picks an RP-set, and periodically armmasuthis set in a Bootstrap message. Bootstrap
messages are flooded hop-by-hop throughout the domairalliuters in the domain know the RP-Set.

To map a group to an RP, a router hashes the group addreshénRPtset using an order-preserving hash
function (one that minimizes changes if the RP-Set chandé®) resulting RP is the one that it uses as the
RP for that group.

13.2 Standards

XORP is compliant with the following PIM-SM specification:

draft-ietf-pim-sm-v2-new-11 Protocol Independent Multicast - Sparse Mode (PIM-SMtétol Spec-
ification (Revised).

draft-ietf-pim-sm-bsr-03. Bootstrap Router (BSR) Mechanism for PIM Sparse Mode.
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13.3 Configuring PIM-SM

13.3.1 Configuring Multicast Routing on UNIX Systems

If XORP is to be run on a UNIX-based system, the following stepust be taken to enable the system for
PIM-SM multicast routing before starting XORP:

e Make sure that the underlying system supports multicasingand has PIM-SM kernel support. Un-
fortunately, there is no trivial guideline how to check tthsit the following OS-specific information
can be useful:

— DragonFlyBSD : DragonFlyBSD-1.0 and later.
— FreeBSD: IPv4 (FreeBSD-4.9 and later, FreeBSD-5.2 and later), ([FvéeBSD-4.x and later).

— Linux : IPv4 (Linux-2.2.11 and later, Linux-2.3.6 and later), 8@nly with the IPv6 USAGI
toolkit after 2005/02/14: http://www.linux-ipv6.org/).

— MacOS XNo multicast routing support (as of MacOS X 10.4.x).
— NetBSD: IPv4 (NetBSD-3.0 and later), IPv6 (NetBSD-1.5 and later).
— OpenBSD IPv4 (OpenBSD-3.7 and later), IPv6 (OpenBSD-2.7 and Jater

e If necessary, configure the kernel to enable multicastmguand PIM-SM:

— DragonFlyBSD :
IPv4: enable the following options in the kernel:
options MROUTING # Multicast routing
options PIM # PIM multicast routing

IPv6: no kernel options are required.

— FreeBSD:
IPv4: enable the following options in the kernel:

options MROUTING # Multicast routing
options PIM # PIM multicast routing

IPv6: no kernel options are required.
— Linux :
IPv4: enable the following options in the kernel:

CONFIG_IP_MULTICAST=y
CONFIG_IP_MROUTE=y
CONFIG_IP_PIMSM_V2=y

IPv6: Enable the following options in the kernel:

CONFIG_IPV6_MROUTE=y
CONFIG_IPV6_PIMSM_V2=y
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— NetBSD:
IPv4: enable the following options in the kernel:

options MROUTING # IP multicast routing
options PIM # Protocol Independent Multicast

IPv6: no kernel options are required.

— OpenBSD
IPv4: enable the following options in the kernel:

option MROUTING # Multicast router
option PIM # Protocol Independent Multicast

IPv6: no kernel options are required.
e Apply additional system configuration (if necessary):

— DragonFlyBSD :
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwarding=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwarding=1

— FreeBSD:
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwarding=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwarding=1

— Linux :
IPv4: Enable IPv4 unicast forwarding:

echo 1 > /proc/sys/net/ipv4/ip_forward

If the unicast Reverse Path Forwarding information is d&ife from the multicast Reverse Path
Forwarding information, the Reverse Path Filtering shdoddlisabled:

echo 0 > /proc/sys/net/ipv4/conf/all/rp_filter

OR

echo 0 > /proc/sys/net/ipv4/conf/ethO/rp_filter
echo 0 > /proc/sys/net/ipv4/conf/ethl/rp_filter

IPv6: unknown
— NetBSD: none.
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— OpenBSD Add the following lines tdetc/rc.conf.local and reboot:

# Enable multicast routing (see netstart(8) for details).
multicast_host=NO
multicast_router=YES
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13.3.2 Configuration Syntax

protocols {
pimsm4 {
targetname:  text
disable: bool
interface text {
vif  text {
disable: bool
enable-ip-router-alert-option-check:
dr-priority: uint
hello-period: uint(1..18724)
hello-triggered-delay: uint(1..255)
alternative-subnet IPv4/ int(0..32)
}
}
interface register vif o {
vif register vif o {
disable: bool
}
}

static-rps {
p IPv4 {
group-prefix IPv4Mcast int(4..32) {
rp-priority: uint(0..255)
hash-mask-len: uint(4..32)
}
}
}

bootstrap  {
disable: bool
cand-bsr  {
scope-zone  |IPv4Mcast int(4..32) {

is-scope-zone: bool
cand-bsr-by-vif-name: text
cand-bsr-by-vif-addr: IPv4
bsr-priority: uint(0..255)
hash-mask-len: uint(4..32)
}

}

cand-rp  {
group-prefix IPv4Mcast int(4..32) {
is-scope-zone: bool
cand-rp-by-vif-name: text
cand-rp-by-vif-addr: IPv4
rp-priority: uint(0..255)
rp-holdtime: uint(0..65535)
}

}

}

switch-to-spt-threshold {

disable: bool

interval: uint(3..2147483647)

bytes:  uint

}

continued overleaf....

bool
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traceoptions {

flag all {
disable: bool
}
}
}
}
protocols {
pimsm6 {
disable: bool
interface text {
vif  text {
disable: bool
enable-ip-router-alert-option-check:
dr-priority: uint
hello-period: uint(1..18724)
hello-triggered-delay: uint(1..255)
alternative-subnet IPv6/ int(0..128)
}
interface register vif o {
vif register vif o {
disable: bool
}
}
static-rps {
rp IPv6 {
group-prefix IPv6Mcast int(8..128) {
rp-priority: uint(0..255)
hash-mask-len: uint(8..128)
}
}
}
bootstrap {
disable: bool
cand-bsr  {
scope-zone  IPv6Mcast int(8..128) {
is-scope-zone: bool
cand-bsr-by-vif-name: text
cand-bsr-by-vif-addr: IPv6
bsr-priority: uint(0..255)
hash-mask-len: uint(8..128)
}
}
cand-rp  {
group-prefix IPv6Mcast int(8..128) {
is-scope-zone: bool
cand-rp-by-vif-name: text
cand-rp-by-vif-addr: IPv6
rp-priority: uint(0..255)
rp-holdtime: uint(0..65535)
}
}
}
switch-to-spt-threshold {
disable: bool
interval: uint(3..2147483647)
bytes:  uint
}
traceoptions {
flag all {
disable: bool
}
}
}

}

bool
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protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that PIM-SM configuration is under thetocols  node in the configuration.

pimsm4: this delimits the PIM-SM configuration part of the XORP rautonfiguration related to IPv4
multicast.

targetname : this is the name for this instance of PIM-SM for IPv4. It ddfa to “PIMSM4”, and it is
not recommended that this default is overridden under nlousege scenarios.

disable : this takes the valueue or false , and indicates whether PIM-SM IPv4 multicast routing
is currently disabled. This allows multicast to be taken down temporarily withognoving the
configuration.

interface  : this directive specifies that thisterface is to be used for PIM-SM IPv4 multicast
routing. The parameter value must be the name of an intetfaatehas been configured in the
interfaces  section of the router configuration.

vif : this directive specifies that thisf on the specifiednterface  is to be used for PIM-SM IPv4
multicast routing. The parameter value must be the name df that has been configured in the
interfaces  section of the router configuration.

A special logical interface calleckgister  _vif with a special vif calledegister _vif must be
configured if a PIM-SM router is to be able to send Registersagss to the RP. In general this should
alwaysbe configured if the router is to support the ASM multicasviser model.

Eachvif can take the following optional parameters:

disable : this takes the valu&rue or false , and indicates whether PIM-SM IPv4 multicast
routing is currently disabled on this interface/%if

enable-ip-router-alert-option-check : this directive specifies whether the router should
check that the link-local protocol packets received onithtisrface/vif have the IP Router Alert
option (see RFC-2213) in thef If it is enabled, all link-local protocol packets that dotno
contain the IP Router Alert option will be dropped.

dr-priority . this directive takes a non-negative integer as its pammngving this router’s
Designated Router (DR) priority for this interface/vif. @default is 1. The PIM router on this
subnet with the highest value of DR priority will become thRB Br the subnet.

hello-period : this directive specifies the PIM Hello period (in seconds)fis interface/vif. It
takes a non-negative integer in the interval [1..18724F défault is 30. Everiyello-period
seconds the PIM router will transmit a PIM Hello message enrterface/vif. If the receivers of
the PIM Hello message do not receive another Hello messa@Sdé hello-period seconds,
they will timeout the neighbor state for this router.

hello-triggered-delay : this directive specifies the randomized triggered delathefPIM
Hello messages (in seconds) for this interfacelvit takes a non-negative integer in the interval

"Note that prior to XORP Release-1.1, tamable flag was used instead dfsable

2Note that prior to XORP Release-1.1, taeable flag was used instead dfsable

3Note that theznable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
“Note that thenello-period statement appeared after XORP Release-1.1.

®Note that thenello-triggered-delay statement appeared after XORP Release-1.1.

128



[1..255]. The default is 5. When PIM is enabled on an interfaca router first starts, the Hello
Timer of that interface is set to a random value between Ohatid-triggered-delay

This prevents synchronization of Hello messages if mdtipluters are powered on simultane-
ously.

alternative-subnet : this directive is used to associate additional IP subnétts avnetwork
interface. The parameter value is an IPv4 subnet addrebs &dtress/prefix-lengtformat.

One use of this directive is to make incoming traffic with a #ocal source address appear as
it is coming from a local subnet. Typically, this is neededaagork-around solution when uni-
directional interfaces such as satellite links are usetefmeiving traffic. Thalternative-subnet
directive should be used with extreme care, because it slgedo create forwarding loops.

static-rps . this delimits the part of the PIM-SM configuration used tonmally configure PIM RP
router information. A PIM-SM router must either have somesRBnfigured as static RPs, or it must
run the PIM-SM bootstrap mechanism (seelihetstrap  directive).

Under thestatic-rps part of the configuration, one or more RPs can be configureslirttportant
that all routers in a PIM domain make the same choice of Rhésame multicast group, so generally
they should be configured with the same RP information.

rp : this specifies the IPv4 address of a router to be a static RP.
For each RP, the following parameters can be configured:

group-prefix : this specifies the range of multicast addresses for whiglsplecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix-length in the
address/prefix-lengtformat.

rp-priority : this specifies the priority of the specified RP router. Ietmkhe form of
a non-negative integer in the interval [0, 255]. Smalleueaineans higher priority.
If multiple RP routers are known for a particular multicasbgp, then the one with the
most specifigroup-prefix will be used. If more than one router has the same most
specificgroup-prefix , then the one with the highesgt-priority is used. See also
hash-mask-len
The default value is 192.

hash-mask-len : If multiple routers have the most specificoup-prefix and the
same highestp-priority , then to balance load, a hash function is used to choose
the RP. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to therfilsts of the group IP
address, ensuring that if two groups have the samerfitsts, they will hash to the
same RP address. Thash-mask-len  parameter specifies the valuerofFor IPv4 it
must be in the interval [4, 32], and defaults to 30 bits. Tgpicits value shouldn’t be
changed. If it is modified then all PIM-SM routers must be agufed with the same
value.

bootstrap : this delimits the part of the PIM-SM configuration used tofigure the automatic bootstrap
of PIM RP router information using the PIBootStrap Routemechanism. A PIM-SM router must
either run the PIM-SM bootstrap mechanism, or have some BRfigared as static RPs (see the
static-rps directive).

Under thebootstrap  directive, the following additional information can be €igured.
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disable : this takes the valugue orfalse , and determines whether or not the router will run
thebootstrap  mechanisnf. The default igalse

cand-bsr : this directive specifies that this router is to be a candidatbe the BootStrap Router
(BSR) for this PIM-SM domain. It will become the BSR only ifains the BSR election process.

One or morescope-zone s must be specified for a candidate BSR router:

scope-zone : this directive specifies one multicast group prefix for whilsis router is will-

ing to be BSR.
For each scope zone, the following information can be spekifi
is-scope-zone : this directive takes the valueue or false . When the value is

true , this indicates that this multicast group prefix defines aticast scope zone.
When the value ifalse , this indicates that the group prefix in theope-zone di-
rective merely represents a range of multicast groups factwthis router is willing to
be BSR. The default italse

cand-bsr-by-vif-name . this specifies the name of thif whose IP address will
be used in the PIM bootstrap messages. It is a mandatory ptam
cand-bsr-by-vif-addr : this specifies the address that will be used in the PIM boot-

strap messages. This address must belong to the vif spduyfeathd-bsr-by-vif-name
If it is omitted, a domain-wide address (if exists) that Iogs to that interface is chosen
by the router itself.

bsr-priority : this specifies the BSR priority for this router. It takes aifiee integer
value in the interval [0, 255], which is used in the PIM-SM B8Rction process.
Larger value means higher priority. For eastlope-zone , the candidate bootstrap
router with the highest BSR priority will be chosen to be B&Rdefault value is 1.

hash-mask-len : The BSR mechanism announces a list of candidate RPs (C{&Ps)
each scope zone to the other routers in the scope zone. Twbdtsad, those routers
then use a hash function to choose the RP for each multicagp grom amongst the
C-RPs. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to thefitsts of the group
IP address, ensuring that if two groups have the samerfitsts, they will hash to
the same RP address. Should this router become the BSR $osdbpe-zone, the
hash-mask-len  parameter gives the value af that this router will inform other
routers they must use. For IPv4 it must be in the interval @, 8nd defaults to 30
bits. Typically its value shouldn't be changed. If it is mivell then all PIM-SM routers
must be configured with the same value.

cand-rp : this directive specifies that this router is to be a candidiabe an RP for this PIM-SM domain.
It will become an RP only if the BSR chooses it to be.

One or more group-prefixes must be specified for this routérrtotion as an RP:

group-prefix . this specifies the range of multicast addresses for whiehstrecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix length in the
address/prefix-lengtformat.

For eachgroup-prefix ~ , the following parameters can be specified:

®Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
"Note that thecand-bsr-by-vif-addr statement appeared after XORP Release-1.1.
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is-scope-zone :this directive takes the valumie orfalse . When the value isue , this
indicates that this multicast group prefix defines a multisaspe zone. When the value is
false , this indicates that the group prefix in teope-zone directive merely represents
a range of multicast groups for which this router is willimge RP. The default ialse

cand-rp-by-vif-name : this specifies the name of thé whose IP address will be used
as the RP address if this router becomes an RP. It is a mapgeiameter.
cand-rp-by-vif-addr : this specifies the address that will be used as the RP addiress

this router becomes an RP. This address must belong to theedffied bycand-rp-by-vif-name

If it is omitted, a domain-wide address (if exists) that logs to that interface is chosen by
the router itself.

rp-priority : this specifies the RP priority of this router for thyoup-prefix . It takes
the form of a non-negative integer in the interval [0, 255].
If multiple RP routers are known for a particular multicasbgp, then the one with the
most specificgroup-prefix will be used. If more than one router has the same most

specificgroup-prefix ~ , then the one with the highegt-priority is used. See also
hash-mask-len
The default value forp-priority is 1.

rp-holdtime  : this specifies the holdtime that this router will advertisken talking to

the BSR. If the BSR has not heard a Candidate RP Advertiseframt this router for
rp-holdtime  seconds, then the BSR will conclude it is dead, and will regribfrom the

set of possible RPs. It takes the form of a non-negative @mtegthe interval [0, 65535]
and its default value is 150 seconds.

switch-to-spt-threshold : this directive permits the specification of a bitrate thid at a last-

hop router or RP for switching from the RP Tree to the Shoftedh Tree. The following parameters
can be specified:

disable : this takes the valugue orfalse , and determines whether bitrate-based switching to
the shortest path tree is disabfedThe default is false.

interval  : this specifies the measurement interval in seconds for umiegsthe bitrate of traffic
from a multicast sendel®. The measurement interval should normally not be set todl sma
values greater than ten seconds are recommended. It tak&siiof a non-negative integer in
the interval [3, 2147483647] and its default value is 10®eds.

bytes : this specifies the maximum number of bytes from a multicestler that can be received
in interval seconds. If this threshold is exceeded, the router willngiteto switch to the
shortest-path tree from that multicast sender. If the sksogtath switch should happen right
after the first packet is forwarded, theytes should be set to 0.

traceoptions : this directive delimits the configuration of debugging arating options for PIM-SM.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shouldebabled. Possible parameters
are:

8Note that thecand-rp-by-vif-addr statement appeared after XORP Release-1.1.
®Note that prior to XORP Release-1.1, taeable flag was used instead dfsable
1ONote that prior to XORP Release-1.3, théerval-sec statement was used insteadmterval
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disable : this takes the valugue or false , and disables or enables tracitlg The
default isfalse

Note that in case of PIM-SM for IPv4 each enabled interfacstrhave a valid IPv4 address.

The configuration for PIM-SM for IPv6 is identical to PIM-SMifIPv4, except for the following:

e Thepimsmé6 directive is used in place of themsm4 directive.

e The default value ofargetname is “PIMSM _6" instead of‘PIMSM 4"

All IP addresses used in the configuration are IPv6 addréssesd of IPv4 addresses.

Thehash-mask-len  value must be in the interval [8, 128], and defaults to 126.

Each enabled interface must have a valid link-local and id @imain-wide IPv6 addresses.

"Note that prior to XORP Release-1.1, #agable flag was used instead dfsable
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13.3.3 Example Configurations

protocols {
pimsm4 {
disable: false
interface dcO {
vif dcO  {
disable: false
/* enable-ip-router-alert-option-check: false */
[* dr-priority: 1 */
/* hello-period: 30 */
/* alternative-subnet 10.40.0.0/16 */

}
}
interface register vif o {
vif register vif o {
/* Note: this vif should be always enabled */
disable: false
}
}
static-rps {
rp 10.60.0.1
group-prefix 224.0.0.0/4 {
[* rp-priority: 192 */
/* hash-mask-len: 30 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone 224.0.0.0/4 {
[* is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
[* cand-bsr-by-vif-addr: 10.10.10.10 */
/* bsr-priority: 1 */
/* hash-mask-len: 30 */
}
}

cand-rp  {
group-prefix 224.0.0.0/4 {
/* is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/* cand-rp-by-vif-addr: 10.10.10.10 */
[* rp-priority: 192 */
/* rp-holdtime: 150 */
}
}
}

switch-to-spt-threshold
/* approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

continued overleaf....
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traceoptions {
flag all {
disable: false

}
}
}
}

protocols {
pimsm6 {
disable: false
interface dcO {
vif dcO  {
disable: false
/* enable-ip-router-alert-option-check: false */
[* dr-priority: 1 */
/* hello-period: 30 */
/* alternative-subnet 40:40:40:40::/64 */
}

interface register vif o {
vif register _vif
/* Note: this vif should be always enabled */
disable: false

}
}

static-rps {
rp 50:50:50:50:50:50:50:50 {
group-prefix ff00::/8 {
[* rp-priority: 192 */
/* hash-mask-len: 126 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone ff00::/8 {
/* is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/* cand-bsr-by-vif-addr: 10:10:10:10:10:10:10:10 */
[* bsr-priority: 1 */
/* hash-mask-len: 126 */
}
}

cand-rp  {
group-prefix ff00::/8 {
[* is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
[* cand-rp-by-vif-addr: 10:10:10:10:10:10:10:10 */
[* rp-priority: 192 */
/* rp-holdtime: 150 */
}
}
}

switch-to-spt-threshold
/* approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

traceoptions {
flag all {
disable: false
}
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13.4 Monitoring PIM-SM

All operational commands for monitoring PIM-SM for IPv4 lxegvith show pim . This section describes
those commands in details. All operational commands foritnong PIM-SM for IPv6 are similar except
that they begin wittshow pim6 .

13.4.1 Monitoring PIM-SM Bootstrap Information

Theshow pim bootstrap  command can be used to display information about PIM bagiswuters:

user@hostname> show pi m boot strap

Active zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
10.4.0.1 1 10.2.0.2 1 Candidate 75 -1
Expiring zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
Configured zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
10.2.0.2 1 10.2.0.2 1 Init -1 -1

The bootstrap information is separated in three sections:

e Active zones: This section contains the bootstrap zones that are curientise.

e Expiring zones: If new bootstrap information is received and it replacesdliebootstrap in-
formation, the old information is deleted. However, if soai¢he old bootstrap information was not
replaced, that information is moved to tB&piring zones  section until it times out.

e Configured zones: This section contains the bootstrap zones that are configuréhe router.
The fields for each entry (in order of appearance) are:

e BSR: The address of the Bootstrap router for the zone.
e Pri;  The priority of the Bootstrap router.

e LocalAddress: The local Candidate-BSR address for the zone (if the rostepnfigured as a
Candidate-BSR).

e Pri:  The local Candidate-BSR priority for the zone (if the roussronfigured as a Candidate-BSR).

e State: The state of the per-scope-zone state machine. In the akaxgée, the router is configured
as a Candidate-BSR, but it is not the elected BSR, hencaitsisCandidate

e Timeout: The number of seconds until the BSR times-out. If it is -1, ilt mever timeout.

e SZTimeout: The number of seconds until the scoped zone times-out. # i) it will never
timeout.

135



Theshow pim bootstrap rps command can be used to display information about Candidatmiar-

mation received by the Bootstrap mechanism:

user@hostname> show pi m bootstrap rps

Active RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
10.4.0.1 192 148 224.0.0.0/4 10.4.0.1 -1
10.2.0.2 192 148 224.0.0.0/4 10.4.0.1 -1
Expiring RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
Configured RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
10.2.0.2 192 -1 224.0.0.0/4 10.2.0.2 58

The Candidate RPs information is separated in three saction

e Active RPs: This section contains the Candidate RPs that are currentige.

e Expiring RPs: If new bootstrap information is received and it replacesdliebootstrap infor-
mation, the old information is deleted. However, if someld bld bootstrap information was not

replaced, the Candidate RPs contained in that informatemaved to th&xpiring RPs

until they time-out.

section

e Configured RPs:  This section contains the Candidate RP information thabigigured on the

router.
The fields for each entry (in order of appearance) are:

e RP: The address of the Candidate RP for the entry.
e Pri:  The priority of the Candidate RP.

e Timeout: The number of seconds until the Candidate RP times-outidfit, it will never timeout.

e GroupPrefix: The multicast group prefix address the Candidate RP is asinert

e BSR: The address of the BSR that advertised this Candidate RP.

e CandRpAdvTimeout: The number of seconds until the Candidate RP is advertistitktBSR.
This applies only for the Candidate-RPs configured in thigeo If it is -1, the Candidate RP is not
advertised to the BSR.

13.4.2 Monitoring PIM-SM Interface Information

Theshow pim interface command can be used to display information about PIM netwuekfaces:

user@hostname> show pi minterface

Interface State Mode V PIMstate Priority DRaddr Neighbors

dcl UpP Sparse 2 NotDR 1 10.3.0.2 1
dc2 UP Sparse 2 DR 1 10.2.0.2 0
register  _vif UP Sparse 2 DR 1 10.3.0.1 0

The fields for each entry (in order of appearance) are:
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e Interface: The name of the interface.

e State: The state of the interface. E.gP, DOWNDISABLED, etc.

e Mode: The PIM mode of the interface. E.§parse means PIM-SM.
e V: The protocol version.

e PIMstate: The protocol state on that interface. EQRmeans the router is the Designated Router
on that interface.

e Priority: The configured Designated Router priority on that interface
e DRaddr: The address of the elected Designated Router on the submetated to that interface.

e Neighbors:  The number of PIM neighbor routers on that interface.

The show pim interface address command can be used to display address information about PIM
network interfaces:

user@hostname> show pi minterface address

Interface PrimaryAddr DomainWideAddr SecondaryAddr
dcl 10.3.0.1 10.3.0.1

dc2 10.2.0.2 10.2.0.2

register  _vif 10.3.0.1 10.3.0.1

The fields for each entry (in order of appearance) are:

e Interface: The name of the interface.
e PrimaryAddr:  The primary address on the interface.
e DomainWideAddr: The domain-wide address on the interface.

e SecondaryAddr:  The first secondary address on the interface (if any). Ifeti®more than one
secondary address on the interface, they are printed omeepeline (in the same column).
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13.4.3 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pim join command can be used to display information about PIM muiticauting state:

user@hostname> show pimjoin

Group Source RP Flags
224.0.1.20 0.0.0.0 10.2.0.2 wC
Upstream interface (RP): register _vif
Upstream MRIB next hop (RP): UNKNOWN
Upstream RPF'(*,G): UNKNOWN
Upstream state: Joined
Join timer: 21
Local receiver include WC: .O.
Joins RP:
Joins WC:
Join state:

Prune state:

Prune pending state:

| am assert winner state:

| am assert loser state:

Assert winner WC:

Assert lost WC:
Assert tracking WC: .00
Could assert WC: .0.

| am DR: .00
Immediate olist RP:
Immediate olist WC: .0.
Inherited olist SG: .0.
Inherited olist SG _RPT: .0.
PIM include WC: .0.

The fields for each entry (in order of appearance) are:

e Group: The group address.
e Source: The source address.
e RP: The address of the RP for this entry.

e Flags: The set of flags for this entry. For example:

— RP: (*,*,RP) routing entry.

— WC: (*,G) routing entry.

— SG: (S,G) routing entry.

— SGRPT: (S,G,rpt) routing entry.

— SPT: The routing entry has the Shortest-Path Tree flag set.

— DirectlyConnectedS: The routing entry is for a directly-connected source.

The remaining lines per entry display various addition&imation for that entry. Some of the information
below contains a set of network interfaces: there is eittieof “O” per interface (starting with the first
interface according to th&how pim interface command), and if an interface is included, it is marked
with “O”.

e Upstream interface (RP): The name of the upstream interface toward the RP.
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Upstream MRIB next hop (RP): The address of the next-hop router (according to the MRIB)
toward the RP. In the above example the router itself is thenBifite there is no next-hop router.

Upstream RPF'(*,G): The address of the next-hop router (according to PIM) toviaedRP.
Note that this address may be different, because it may betaff by PIM-specific events such as
PIM Assert messages on the upstream interface. In the ab@epte the router itself is the RP,
hence there is no next-hop router.

Upstream state: The upstream state of this entry.
Join timer: The number of seconds until the upstream Join timer timeout.

Local receiver include WC: The set of interfaces that have local (*,G) receivers adgngrd
to the MLD/IGMP module.

Joins RP: The set of interfaces that have received (*,*,RP) Join.
Joins WC: The set of interfaces that have received (*,G) Join.
Join state: The set of interfaces that are in Join state.

Prune state: The set of interfaces that are in Prune state.

Prune pending state: The set of interfaces that are in Prune-Pending state.
| am assert winner state: The set of interfaces that are in Assert Winner state.
| am assert loser state: The set of interfaces that are in Assert Loser state.

Assert winner WC:  The set of interfaces for which the corresponding (*,G) eidrin Assert
Winner state.

Assert lost WC:  The set of interfaces for which the corresponding (*,G)ehts lost the PIM
Assert.

Assert tracking WC: The set of interfaces for which the corresponding (*,G) edgsires to
track the PIM Asserts.

Could assert WC: The set of interfaces for which the corresponding (*,G)entiuld trigger a
PIM Assert.

I am DR: The set of interfaces for which this is the Designated Router

Immediate olist RP: The set of interfaces that are included in the immediatecngginter-
faces for the corresponding (*,*,RP) entry.

Immediate olist WC: The set of interfaces that are included in the immediatecngginter-
faces for the corresponding (*,RP) entry.

Inherited olist SG: The set of interfaces that are included in the outgoing fater list for
packets forwarded on (S,G) state taking into account (B),Rtate, (*,G) state, asserts, etc.

Inherited olist SG _RPT: The set of interfaces that are included in the outgoing fiaterlist
for packets forwarded on (*,*,RP) or (*,G) state taking irtocount (S,G,rpt) prune state, and asserts,
etc.
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e PIM include WC: The set of interfaces to which traffic might be forwarded lnseaof hosts that
are local members on that interface.

Theshow pim join all command can be used to display information about all PIM icadt routing
entries including those that may be created internally keyREM implementation. Typically, those are
the (*,*,RP) entries that are created per RP for implemeénetpecific reasons even though there is no
requirement to do so. Currently, this command is used omlgébugging purpose.

13.4.4 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pim mfc command can be used to display information about PIM mutit@warding entries
that are installed in the multicast forwarding engine:

user@hostname> show pi m nfc

Group Source RP

224.0.1.20 10.4.0.2 10.2.0.2
Incoming interface : register _vif
Outgoing interfaces: .0.

The fields for each entry (in order of appearance) are:

e Group: The group address.
e Source: The source address.

e RP: The address of the RP for this entry.

The remaining lines per entry display various addition&imation for that entry. Some of the information
below contains a set of network interfaces: there is eittieof “O” per interface (starting with the first
interface according to th&how pim interface command), and if an interface is included, it is marked
with “O”.

e Incoming interface: The name of the incoming interface.

e Outgoing interfaces: The set of outgoing interfaces.

13.4.5 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pim mrib command can be used to display information about the MgltiiRauting Information
Base (MRIB) that is used by PIM:

user@hostname> show pimnrib

DestPrefix NextHopRouter VifName Vifindex MetricPref Met ric
10.2.0.0/24 10.2.0.2 dc2 1 0 0
10.3.0.0/24 10.3.0.1 dcl 0 0 0
10.4.0.0/24 10.3.0.2 dcl 0 254 65535
10.5.0.0/24 10.2.04 dc2 1 254 65535
10.6.0.0/24 10.2.0.1 dc2 1 254 65535

The fields for each entry (in order of appearance) are:
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DestPrefix: The destination prefix address.

NextHopRouter:  The address of the next-hop router toward the destination.

VifName: The name of the virtual interface toward the destination.

VifIndex: The virtual interface index of the virtual interface towdn@ destination.

MetricPref: The metric preference of the entry.

Metric:  The routing metric of the entry.

13.4.6 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pim neighbors command can be used to display information about the PIMhbeigrouters:

user@hostname> show pi m nei ghbors
Interface DRpriority NeighborAddr V Mode  Holdtime Timeout
dcl 1 10.3.0.2 2 Sparse 105 97

The fields for each entry (in order of appearance) are:

¢ Interface: The name of the interface toward the neighbor:

e DRpriority: The DR priority of the neighbor.

e NeighborAddr:  The primary address of the neighbor.

e V: The PIM protocol version used by the neighbor.

e Mode: The PIM mode of the neighbor. E.§parse means PIM-SM.
e Holdtime: The PIM Hello holdtime of the neighbor (in seconds).

e Timeout: The number of seconds until the neighbor timeout (in case ore fAIM Hello messages
are received from it).

13.4.7 Monitoring PIM-SM Candidate RP Set Information

Theshow pim rps command can be used to display information about the CatediRla Set:

user@hostname> show pi mrps

RP Type Pri Holdtime Timeout ActiveGroups GroupPrefix
10.4.0.1 bootstrap 192 150 134 0 224.0.0.0/4
10.2.0.2 bootstrap 192 150 134 1 224.0.0.0/4

The fields for each entry (in order of appearance) are:

e RP: The address of the Candidate RP.

e Type: The type of the mechanism that provided the Candidate RP.
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Pri:  The priority of the Candidate RP.

Holdtime:  The holdtime (in number of seconds) of the Candidate RP.

Timeout: The number of seconds until the Candidate RP timeout. If-it,i$he Candidate RP will
never timeout.

ActiveGroups: The number of groups that use this Candidate RP.

GroupPrefix: The multicast group prefix address for this Candidate RP.

13.4.8 Monitoring PIM-SM Scope Zone Information

Theshow pim scope command can be used to display information about the PIMeszopes:

user@hostname> show pi m scope
GroupPrefix Interface
225.1.2.0/24 dcl

The fields for each entry (in order of appearance) are:

e GroupPrefix: The multicast group prefix address of the scoped zone.

¢ Interface: The name of the interface that is the boundary of the scopee. zo

Note that currently (August 2006), configuring multicastyged zones is not supported. This feature should
be added in the future.
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Chapter 14

Multicast Topology Discovery

14.1 Terminology and Concepts

Multicast routing protocols such as PIM-SM (Protocol Indegent Multicast Sparse-Mode) and PIM-DM
(Protocol Independent Multicast Dense-Mode) build thetitast delivery tree by using the RPF (Reverse-
Path Forwarding) information toward the root of the treee Tdot could be the so-called Rendezvous Point
(RP) (in case of PIM-SM) or the source itself (in case of PIM-& PIM-DM).

The RPF information in each router is per multicast distidoutree and is basically the next-hop neighbor
router information toward the root of the tree. In other wirithe RPF router is the next-hop router toward
the root. In case of PIM-SM, the RPF neighbor is typically tbeter that a Join message is sent to.

Obviously, all multicast routers must have consistent Rigtesotherwise a Join message may never reach
the root of the tree. Typically, the unicast path forwardimigrmation is used to create the RPF information,
because under normal circumstances the unicast routimgdpsothe necessary information to all routers.

Note that he unicast-based RPF creates multicast distibtrees where each branch of the tree follows the
unicast path from each leaf of the tree toward the root. Ustlak is the desired behavior, but occasionally
someone may want the unicast and the multicast traffic to iffe¥eht paths. For example, if a site has
two links to its network provider, one of the links may be u$adunicast only, and the other one only for
multicast.

To provide for such flexibility in the configuration, the PISM and PIM-DM specifications use the so called
Multicast Routing Information Base (MRIB) for obtainingetlRPF information. Typically, the MRIB may
be derived from the unicast routing table, but some prossath as MBGP may carry multicast-specific
topology information. Furthermore, the MRIB may be modifiecally in each site by taking into account
local configuration and preferences. A secondary functioth® MRIB is to provide routing metrics for
destination addresses. Those metrics are used by the PIMREN?IM-DM Assert mechanism.

14.2 Configuring the MRIB

The XORP RIB module contains a table with the MRIB. That tablpropagated to the PIM-SM module
and is used by PIM-SM in the RPF computation. The MRIB tabkdia the RIB module is completely
independent from the Unicast Routing Information Base @)R&able. The URIB table is created from
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the unicast routes calculated by unicast routing protosoth as BGP, OSPF and RIP. The MRIB table is
created similarly, but only by those protocols that are iekpy configured to add their routes to the MRIB.
For example, if Multi-protocol BGP is enabled, then the BG&duie will add multicast-specific routes to

the MRIB.

Currently, XORP supports the following methods for addiogting entries to the MRIB:

e Multi-protocol BGP: The BGP module can be configured to negotiate multiprotogppsrt
with its peers. Then, the BGP multicast routes will be insthlin the MRIB. See Chapter 9 for

information how to configure BGP.

e Static Routes: The Static Routes module can be used to configure staticstraca multicast
routes. The unicast routes are added to the Unicast RIBe\iti multicast routes are added to the

MRIB. See Chapter 6 for information how to configure Staticfes.

e FIB2MRIB: Ifthere are no unicast routing protocols configured in XO&Bupply the MRIB routes,
then the FIB2ZMRIB module can be used to populate the MRIBWefEIB2ZMRIB module is enabled,
it will register with the FEA to read the whole unicast fordang table from the underlying system,
and to receive notifications for all future modifications ledit table. In other words, the FIB2MRIB
task is to replicate the unicast forwarding information battrouter into the MRIB. The FIB2MRIB

module can be enabled by the following configuration statesé

protocols {
fib2mrib  {
disable: false

}

}

14.3 Monitoring the MRIB

All operational commands for monitoring MRIB begin wighow route table
those commands in details.

All RIB commands to view the RIB’s inner tables have the faflog form:

show route table {ipv4 | ipv6 } {unicast | multicast } <protocol>
The commands to view the MRIB have the following form:

show route table {ipv4 | ipv6 } multicast <protocol>

The value okprotocol> has to be one of the following:

e ebgp to show eBGP MBGP routes.
e fib2Zmrib  to show unicast routes for multicast extracted from kernel.

e final to show MRIB winning routes.

. This section describes

INote that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the

configuration.
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e ibgp to show iBGP MBGP routes.

e static to show MRIB static routes.

For example, the following command can be used to show thé FlB2MRIB routes:

user@hostname> show route table ipv4 nulticast fib2mib
10.2.0.0/24 [fib2mrib(254)/65535]

> to 0.0.0.0 via dc2/dc2
10.3.0.0/24 [fib2mrib(254)/65535]

> to 0.0.0.0 via dcl/dcl
10.4.0.0/24 [fib2mrib(254)/65535]

> to 10.3.0.2 via dcl/dcl
10.5.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.4 via dc2/dc2
10.6.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.1 via dc2/dc2

The final MRIB table can be shown with the following command:

user@hostname> show route table ipv4 nulticast final

10.2.0.0/24 [connected(0)/0]

> to 0.0.0.0 via dc2/dc2
10.3.0.0/24 [connected(0)/0]

> to 0.0.0.0 via dcl/dcl
10.4.0.0/24 [fib2mrib(254)/65535]

> to 10.3.0.2 via dcl/dcl
10.5.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.4 via dc2/dc2
10.6.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.1 via dc2/dc2

145



146



Chapter 15

SNMP

15.1 Terminology and Concepts

SNMP (Simple Network Management Protocol) is a mechanisnmfanaging network and computer de-
vices. SNMP uses a manager/agent model for managing theedevihe agent resides in the device, and
provides the interface to the physical device being managkd manager resides on the management sys-
tem and provides the interface between the user and the SNjetR.aThe interface between the SNMP
manager and the SNMP agent uses a Management Informatien#3) and a small set of commands to
exchange information.

The MIB contains the set of variables/objects that are maeshdgg.,MTU on a network interface). Those
objects are organized in a tree structure where each oljedeaf node. Each object has its unique Object
IDentifier (OID). There are two types of objectscalar andtabular . A scalar object defines a single
object instance. A tabular object defines multiple relatbjgc instances that are grouped in MIB tables.
For example, the uptime on a device is a scalar object, bubtiteng table in a router is a tabular object.

The set of commands used in SNMP are: GET, GET-NEXT, GET-RB$FE, SET, and TRAP. GET and
GET-NEXT are used by the manager to request informationtadooobject. SET is used by the manager to
change the value of a specific object. GET-RESPONSE is usétet§NMP agent to return the requested
information by GET or GET-NEXT, or the the status of the SEEmpion. The TRAP command is used by
the agent to inform asynchronously the manager about the'@ece of some events that are important to
the manager.

Currently there are three versions of SNMP:

e SNMPV1: This is the first version of the protocol. Itis described inQREL57.
e SNMPV2: Thisis an evolution of the first version, and it adds a numibenprovements to SNMPv1.

e SNMPV3: This version improves the security model in SNMPv2, and adgport for proxies.
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15.2 Configuring SNMP

Before configuring SNMP on XORP, you must make sure that SN#part is compiled. For example,
when running/configure in the top-level XORP directory, you have to supply theith-snmp  flag:

Jconfigure --with-snmp

15.2.1 Configuring Net-SNMP

XORP itself does not implement the SNMP protocol and reguine external SNMP implementation for
that. Currently, XORP supports only Net-SNMP ($&@://www.net-snmp.org ) as such implementa-
tion. Before configuring SNMP in XORP, you must take the fwilog steps to configure your Net-SNMP
agent to run with XORP:

e You need Net-SNMP version 5.0.6 or greater.

e You must makdibnetsnmpxorp.so accessible to your runtime loader. Depending on your system
that requires one of the following:

— Copylibnetsnmpxorp.so to your library directory (typicallyusr/local/lib ).

— Set a linker environment variable (typicallfp_LIBRARY_PATH to point to the directory where
the library is.

e To avoid opening security holes, we recommend allowing @WMPv3 authenticated requests. If
you want to create a secure user, execute the comn&wsthmp-config --create-snmpv3-user
These are the settings that match the provigtedp.conf file inside thes { XORP/mibs/snmpdscripts/
directory:

| User | Pass phrase | Security level|
| privuser| 1 am priv user| authPriv |

You must create at least one user if you want to be able to aittesSNMP agent.

e snmpd can only respond to XRLs afteprp _if _mib _module has been loaded. Adding the following
line to the filesnmpd.conf (by default located inusr/local/share/snmp ) will preload this
module whersnmpd is started:

dimod xorp _f _mib_module <absolute path full filename>
For example:

dimod xorp _if _mib _module /usr/local/xorp/mibs/xorp 4if _mib _module.so
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15.2.2 Configuration Syntax

protocols {
snmp {
targetname:  text
mib-module  text {
abs-path:  text
mib-index: uint
}
}
}

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that SNMP configuration is under pihetocols  node in the configuration.

snmp: this delimits the SNMP configuration part of the XORP rowtenfiguration.

targetname : this is the name for this instance of SNMP. It defaults storpy _if _mib”, and it is not
recommended that this default is overridden under normegeiscenarios.

mib-module : this specifies the MIB module to configure. It should be seéh&MIB module file name
(without the file name extension).

For each MIB, the following parameters can be configured:

abs-path : this is the absolute path to the module file with the MIB todoa
mib-index : this is the MIB index. It is set internally by XORP when a MIBodule is loaded,
and should not be set in the XORP configuration.

Below is a sample SNMP configuration that configures a BGP MIB:

protocols {
snmp {
mib-module bgp4 _mib_1657 {
abs-path: "/usr/local/xorp/mibs/bgp4 _mib _1657.s0"

}

}
}

15.3 Using SNMP to Monitor a Router

Currently (August 2006) XORP does not provide SNMP-relateerational commands.

However, there are few client-side scripts that can be usedperiment with the SNMP agent:

e The scripts are in th®{XORR/mibs/snmpdscripts/ directory, and they use the client-side Net-
SNMP tools to communicate with the agent. They rely ondilanp.conf in the same directory to
provide valid default values for the SNMP version to use,uber, community and security level. If
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your agent was configured with the default security userasiggl in Section 15.2.1, you should copy
the${XORPR/mibs/snmpdscripts/snmp.conf file to ${HOME/.snmp/snmp.conf . Otherwise,
you’ll have to create your owsnmp.conf so it matches your settings.

You must make XORP textual MIB file${XORRP/mibs/textual/*.txt ) accessible to the Net-
SNMP command line tools. Either set tM8BDIRS environment variablenfan snmpcmd(1) ) to
point to that directory or copy those files to your MIBS digt(default iSusr/local/share/snmp/mibs
For instance (i&h is the login shell):

export MIBDIRS=+/usr/local/xorp/mibs/textual

You must tell Net-SNMP about specific MIB modules that you Wé using. TheMIBS environment
variable can be used for that purpose. For BGP4-MIB you wduoldf sh is the login shell):

export MIBS=+BGP4-MIB
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Chapter 16

User Management

Currently, XORP does not support user management. If XOREising on a multi-access UNIX system,
an user who needs an access to XORP must have an UNIX accotin&tosystem. See Chapter 18 for
information about user management if XORP is running fronivaCD.

Any user on a multi-access UNIX system can start andogesh in operational mode. However, only users
that belong to the “xorp” UNIX group can rworpsh in configurational mode.

In the future XORP will provide better user access controtiamism, and will provide a mechanism for
user managemeng.g.,adding and deleting users that can access XORP, etc).
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Chapter 17

Diagnostics and Debugging

17.1 Debugging and Diagnostic Commands

XORP supports several operational commandsoipsh that can be used for debugging or diagnostics
purpose.

Theping <host> command can be used to test if a network host responds to ICGHCEREQUEST
packets:

user@hostname> ping 10.3.0.2
PING 10.3.0.2 (10.3.0.2): 56 data bytes

64 bytes from 10.3.0.2: icmp _seq=0 ttI=64 time=0.281 ms
64 bytes from 10.3.0.2: icmp _seqg=1 ttl=64 time=0.244 ms
64 bytes from 10.3.0.2: icmp _seq=2 ttI=64 time=0.302 ms
64 bytes from 10.3.0.2: icmp _seq=3 ttl=64 time=0.275 ms

user@hostname> ping 10.3.0.2
Command interrupted!

Theping command can be interrupted by t@el-C  key combination.

Thetraceroute <host> command can be used to print the route packets take to a riehost:

user@hostname> traceroute 10.4.0.2

traceroute to 10.4.0.2 (10.4.0.2), 64 hops max, 44 byte pack ets
1 xorp3-t2 (10.3.0.2) 0.451 ms 0.366 ms 0.384 ms

2 xorp7-t0 (10.4.0.2) 0.596 ms 0.499 ms 0.527 ms

Thetraceroute ~ command can be interrupted by tael-C  key combination.
Theshow host commands can be used to display various information abeutast itself.

Theshow host date command can be used to show the host current date:

user@hostname> show host date
Mon Apr 11 15:01:35 PDT 2005

Theshow host name command can be used to show the host name:
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user@hostname> show host nane
xorp2

Theshow host os command can be used to show details about the host opergsitegs

user@hostname> show host os
FreeBSD xorp2 4.9-RELEASE FreeBSD 4.9-RELEASE #0: Wed May 1 9 18:56:49 PDT 2004
atanu@xorpc.icir.org:/scratch/xorpc/u3/obj/home/xor pc/u2/freebsd4.9.usr/src/sys/IXORP-4.9 1386
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Chapter 18

XORP Live CD

The XORP Live CD is a bootable CD for x86 PCs. The Live CD seevasmber of purposes:
e It's an easy way to try out XORP without needing to compiletamg or reformat the disk on your
PC.
e It's a quick way to get a relatively secure router on demand.
e It's a great tool for a student lab session, requiring ncailegion.
See the XORP Web sitétfp://www.xorp.org/ ) for information how to download the lastest version

of the XORP LiveCD ISO image. Once you've downloaded the CBgm you will need to burn it using a
CD-R or CD-RW drive. For example, in case of FreeBSD you caiphi run:

burncd -f /dev/acdOc -e data LiveCD.iso fixate

See the XORP Web site for some URLSs with instructions on holuta CD images on other systems.

18.1 Running the Live CD

To boot from the Live CD, your PC needs to have the CD-ROM desiet as the primary boot device. If
this is not already the case, you will need to modify the sg#iin the BIOS. The boot order should along
the lines of:

1. CD drive.

2. Floppy Disk.

3. Hard Disk.
The order of the floppy and hard disk are unimportant, jusbeg ks they’re after the CD drive in the boot
order. This is usually pretty easy to change in the BIOS - yéghinwvant to make a note of the original

boot order in case you want to switch it back afterwards. @gihy to change BIOS settings, you hold down
Delete or F2 (depending on your PC) just after you restart jAGLL
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If you want the router to store any configuration changes yaemade when it is rebooted, you'll also
need a floppy disk, but you can try the Live CD without this.

Then reboot the PC. The PC should boot from the CD. Normablyilltdisplay a low resolution XORP
logo for 30 seconds to a minute while booting completes. ySotinere’s no progress bar to let you know
anything is happening.

If you've got a floppy in the floppy drive, and you've done thefdre, then the XORP configuration will be
copied into the memory filesystem, along with passwordg] kelgs, etc. Then the XORP routing protocols
will be started.

If there’s no floppy in the drive, or it doesn’t have the filesioiat XORP expects, then a simple interactive
script will run to allow you to configure passwords and deaidigch network interfaces you want XORP to
use.

18.2 Starting XORP the First Time

The startup script that runs the first time you run XORP iseggiimple. If there’s no floppy in the floppy
drive, or it's not DOS-formatted, you'll be presented witlvarning similar to the one in Figure 18.1.

WORP failed to mount the floppy drive, The error meszage was:
mount_mzdoz: Adew fdd: Inputdoutput error

Thiz may be because there waz no Floppy in the drive, because the
floppy was damaged, or becauze the floppy iz not D05 formatted,

Figure 18.1: LiveCD missing floppy-related warning

Hit enter, and you'll be given the choices shown in Figure218.

Use the cursor keys to move up and down to choose an optiorhiaanter.

If you hadn’t got a floppy in the drive, you can add one now, aldct 1.

If your floppy is not DOS formatted, you can reformat it (engsall the data on it) by selecting 3.

If you don’t have a floppy to hand, you can continue by selgcBinbut you won't be able to preserve any
configuration changes you make later.

If you now have a blank writable DOS formatted floppy in the figmrive, you'll get the notice shown in
Figure 18.3.
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What do you want to do about the floppy drive?

Ty again to mount the Flopoy,

2 Continue without the ability to szawe files,
3 Attempt to reformat the floppy.

4 Reboot the machine,

Figure 18.2: LiveCD floppy-related menu

The floppy does not contain a XORP file manifest,
We will need to create a xorp config file and set passwords,

Figure 18.3: LiveCD floppy-related message

Hit Enter, and you will be prompted to enter the root passwordhe FreeBSD system. This will allow you
to login to the machine as the superuser to diagnose anygunsblor to see how XORP works behind the
scenes.

Next you will be prompted to enter the password for the "xangér account. On a normal XORP router,
you might have many user accounts for the different routeriaidtrators, but on the Live CD we just create
one user called "xorp”. Please do enter a reasonable passa®ihis user will be able to login over the
network using the ssh secure shell and this password.

Finally you will be prompted as to which network interfacesiywish XORP to manage. These interfaces
will show up in the default XORP configuration file, ready tovédP addresses assigned. The menu looks
like the one shown in Figure 18.4.

Typically you will only want XORP to manage Ethernet intexda and the loopback interface from the Live
CD at this stage, because currently XORP has no built-inaaippr dial-up links. Move up and down using
the cursor keys, and hit space to select or unselect an ofaioiX” implies the option is selected). When
you are finished, hit Tab, to select the "OK” button, and hitégn

That's it. XORP will now finish booting.
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These are the active network interfaces in your machine,
Chooze the interfaces for KORP to manage, If you don't
know what these are, the defaults are probably 0K,

Hit TAR to select 0K when you're daone.

|]H[| I k0 (Ethernet)
dcl [Ethernet)

1p0 (779)

pppll (Point-to-point protocol )
sl (Serial-line IP)

faithl (IPvE-to-IPwd TCP relay)
lof) {Loopback interface)

[ 0K ] Cancel

Figure 18.4: LiveCD network interfaces menu

Once XORP has finished booting, you will be presented withgmlprompt, and you can login to XORP
as the "xorp” user with the password you have chosen, andhtttevith the XORP command line interface
to complete the configuration, assign IP addresses, etc.

18.3 Saving Config

The location of the router configuration file used by XORP cansét using command line parameters,
so different XORP systems might choose to use a differerdtime for this file. On the Live CD, the
configuration file is stored ifetc/xorp.cfg

If you change the router configuration using the XORP sheltl want to save it, you need to enter the
following in configuration mode:

user@hostname# save /etc/xorp.cfg

If you save to any other location, the file will still be pregesd on the floppy, but will not be loaded auto-
matically the next time XORP reboots.
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18.4 Debugging

The Live CD includes two versions of the XORP system binari€he normal version is mounted in a
memory filesystem irusr/local/xorp</B> . This version has had the debugging systems stripped so
that the binaries are small enough to reside in a memory $lesy. This allows them to load quickly, and

to run on a PC with less memory.

If you need a debugging version, you can run the following @nd:
umount /usr/local/xorp

A second copy ofustr/local/xorp with debugging binaries resides on the CD, and is revealezhtie
memory filesystem is unmounted. These binaries are ratigg, land load slowly, so don’t use them unless
you really need them. Using them rather assumes you know HO®RXworks internally, so is beyond the
scope of this tutorial.

18.5 Interface Naming

If you're used to Linux, you may be surprised that FreeBSD emiitis Ethernet interfaces with names like
fxp0 , fxpl , dcO andxI3 , rather tharethO , ethl , etc. The advantage is that you can tell exactly what the
device driver is that’s being used, and that if you know yovehane Intel 10/100 and one DEC Tulip in the
machine, you know they'll be callefidp0 anddc0, no matter which PCI slot they're in. The disadvantage
is that it's more confusing for beginners who don’t want t@krthis detail.

Some people get religious about such things. We don't - tissrgflects the underlying operating system’s
naming convention. If you ran XORP on Linux, you'd s&b0 , etc.
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